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Abstract

We show that a popular way of constructing quasi-cyclic LDPC

codes is a special case of a construction which is common in graph the-

ory and group theory. It is shown that a generalisation of this construc-

tion as coset graphs produces (dv, dc)−regular LDPC codes which have

an advantage in terms of the minimum stopping set size compared to

quasi-cyclic LDPC codes. A (dv, dc)−regular quasi-cyclic LDPC code

cannot have minimum stopping set size larger than (dv + 1)!. How-

ever, by using coset graphs, a (3, 5)−regular LDPC code with min-

imum stopping set size of 28 and a (3, 4)−regular LDPC code with

minimum stopping set size larger than 32 have been obtained. In ad-

dition, the idea of coset graphs also provides a compact algebraic way

1



of describing bipartite graph and the associated parity-check matrix of

an LDPC code. Simulation results of iterative decoding of the coset

graphs LDPC codes over the binary erasure channel show that some

of the codes converge well and based on the truncated stopping set

distributions of the codes, which are exhaustively and efficiently enu-

merated, the error-floor of the codes at low probability of erasure is

estimated.

1 Introduction

The ultimate aim of channel coding is to construct an error-correcting code

with a practical decoder that can reach the limit set by Shannon in 1948 [1].

Until the early 1990s, however, there had been no practical scheme that was

deemed satisfactory in meeting Shannon’s challenge. A major breakthrough

was achieved in 1993 with the invention of parallel concatenated convolu-

tional codes or turbo codes and their practical decoder–iterative decoder, by

Berrou et. al [2]. The success of iterative decoding has brought Gallager’s

invention–low-density parity-check (LDPC) codes [3], back to life. These

codes, which were originally invented in 1962, were rediscovered by MacKay

and Neal [4] and they showed that in addition to turbo codes, LDPC codes

could also approach Shannon’s limit. Due to their capacity-approaching

performance and their simple iterative decoder, LDPC codes have attracted

a great deal of attention in the recent years–both in research community

and industry.

Over the years, numerous techniques to construct LDPC codes have

been proposed. These techniques can be classified into two categories: ran-

dom and algebraic constructions. Random LDPC codes are constructed by

placing non-zeros randomly based on a set of constraints in their parity-
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check matrix, for example see [5, 6, 7]. On the other hand, for algebraic

LDPC codes, the placement of non-zeros follows a certain algebraic struc-

ture. Some notable work in algebraic construction of LDPC codes are one-

step majority-logic and difference-set cyclic LDPC codes [8], finite geom-

etry LDPC codes [9] and combinatorial-based LDPC codes [10, 11]. An-

other class of algebraic LDPC codes are graph-theoretic codes, for example

see [12, 13, 14].

In this work, we show that quasi-cyclic (QC) LDPC codes introduced

by Tanner [15] are a special case of a construction which is common in

graph theory and group theory. It is also shown that a generalisation of

these QC LDPC codes as coset graphs may be used to construct regular

LDPC codes whose upper-bound of girth is higher than that of QC LDPC

codes. The rest of the paper is organised as follows. A background to

LDPC codes and coset graph is presented in Section 2. Section 3 discusses

the importance of stopping set of an LDPC code and its relation to the girth

of the graph defined by the code. The construction of coset graph LDPC

codes is presented in Section 4 and the simulation results of the constructed

codes are presented in Section 5. A few concluding remarks and a discussion

of future work are given in Section 6.

2 Background

A binary linear code of length n, dimension k and minimum Hamming

distance d—commonly denoted as [n, k, d] code, is a linear k-dimensional

subspace of all binary vectors of length n {0, 1}n. An [n, k, d] code may be

defined by its m×n parity-check matrix H, where m ≥ Rank(H) = n−k. If

Aw denotes the number of codewords of Hamming weight w, the Hamming
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weight enumerator polynomial of the code is given by

A(z) =
n∑

w=0

Awz
w,

where z is an indeterminate. The distribution of Aw for 0 ≤ w ≤ n is known

as the Hamming weight distribution of a code.

LDPC codes form a class of linear codes whose H is sparse and is com-

monly associated with a bipartite or Tanner graph with left and right vertices

representing the columns and rows of H respectively. Given an LDPC code,

if the weight of all columns of H or the degree of all left vertices of its Tanner

graph is dv and the weight of all rows of H or the degree of the right vertices

of its Tanner graph is dc, such code is called a (dv, dc)−regular LDPC code,

otherwise it is called an irregular LDPC code. For a general reference to

LDPC codes, we refer the reader to [16].

In graph theory, the following construction is useful for creating edge-

transitive graphs (any graph theoretic term which we use and do not define

can be found in [17, 18]). Let Γ be a group and let H,K be two subgroups

of Γ. Then the graph Cos(Γ,H,K) is defined as follows: its vertices are the

right cosets of H and K, and two cosets Hx,Kx are adjacent if and only if

their intersection is non-empty. The importance of this construction stems

from the following.

Theorem 2.1 Let Γ be a finite group and H,K subgroups of Γ whose union

generates the group. Then the graph Cos(Γ,H,K) is a connected edge-

transitive bipartite graph with vertex degrees |H|/|H∩K| and |K|/|H∩K| and

with the two sets of cosets of H and K being the bipartition of Cos(Γ,H,K).

Conversely, let G be a graph on which the group Γ acts edge-transitively

but not vertex-transitively. Then G is bipartite and the vertices of G fall
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into two orbits under the action of Γ. Moreover, if uv is an edge of G and

H and K are the stabilisers in Γ of u and v, respectively, then the union of

H and K generates Γ and G is isomorphic to Cos(Γ,H,K).

Checking that a coset graph does not have cycles of length 4 is easy:

the condition is that there are no h1, h2 ∈ H and k1, k2 ∈ K such that

h1k1 = k2h2. In [19] coset graphs were used to give a graph of order 465

whose automorphism group acted regularly on its edges and whose girth was

8. The group Γ was

〈a, b, c|a5 = b3 = c31 = 1, ba = abc, ca = ac2, cb = bc25〉

with H = 〈a〉 and K = 〈b〉. This group is a special case of the group which

we shall denote by Γ(p, q, r) where p, q, r are primes with r = 1 mod pq and

such that

Γ(p, q, r) = 〈a, b, c|ap = bq = cr = 1, ba = abc, ca = acs, cb = bct〉

and where sp and tq are equal to 1 mod r. Therefore the graph studied in

[19] is a coset graph of Γ(3, 5, 31).

In [15], a class of QC LDPC codes were presented. The first code in this

sequence is precisely the one whose Tanner graph is the same bipartite graph

as studied in [19] for the group Γ(3, 5, 31). The paper [15] gives some results

and also simulations involving the groups Γ(p, q, r) for p = 3 and q = 5

and r = 61, 151, etc up to r = 1291. One characteristic of these graphs is

that the girth of their Tanner graph can never exceed 12. In [15] the check

matrices from these graphs are described as p rows of q r × r permutation

matrices, with each permutation matrix being the identity matrix shifted

cyclically by an amount depending on its position in the array of matrices.
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With our description of the Tanner graph as a coset graph we can also easily

see that the girth cannot exceed 12, as follows.

First of all what does, in general, a path in the coset graph Cos(Γ,H,K)

mean algebraically? Suppose Ha and Kb are adjacent. Then h1a = k1b for

some h1 ∈ H and k1 ∈ K. Therefore Kb = Kh1a. Similarly, if now Kh1a is

adjacent to Hc, then Hc = Hk2k1a. Therefore, to obtain a cycle of length

2l we need that

Hk1h2 . . . k2l−1 = H.

That is, the girth g of Cos(Γ,H,K) can be defined as the length of a shortest

reduced word in Γ

k1h2k3 . . . kg−1hg

which is equal to 1, where, by a reduced word we mean an alternating product

of elements of H −H ∩ H and K − H ∩ K and its length is the number of

such elements.

In the case of the group Γ(p, q, r), as sometimes happens in constructions

of families of graphs with large girth [20], there is a “universal word” which

stops the girth from growing beyond a certain bound for all graphs in the

family. In this case we find that

ab−1a−1b−1ab2a−1b−1ab−1a−1

is always some power x of b, where x depends on the choice of p, q and r.

Therefore

ab−1a−1b−1ab2a−1b−1ab−1a−1b−x

is always equal to 1 and therefore the girth cannot exceed 12. The way we

have described this word it appears like a rabbit out of a hat? But one
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can see how this word crops up by considering the structure of part of the

Tanner graph and its check matrix (this analysis is similar to that in [15]

but using cosets instead of cyclically shifted identity graphs). Consider in

order these three groups of vertices

H,Hc, . . . , cr−1,Hb,Hbc, . . . ,Hbcr−1,Hb2,Hb2c, . . . ,Hb2cr−1

calling them Groups 1, 2 and 3, and, from the other bipartition of Cos(Γ,H,K),

these two groups of vertices

K,Kc, . . . ,Kcr−1,Ka,Kac, . . . ,Kacr−1

calling them Groups A and B. The important point to observe is this: each

vertex within one of the Groups 1, 2 and 3 is adjacent to exactly one vertex

from each one of the Groups A and B, and vice-versa.

Now starting with the edge joining K to H (they are certainly not dis-

joint) move to the adjacent vertex in Group B, then to Group 2, Group A,

Group 3 and Group B. Now, starting from the other end, K is adjacent to

Hb2 which is in Group 3. Then move to Group B, Group 2, Group A, Group

1 and Group B. By our observation, we must have traversed a cycle, and it

is now not difficult to see that this cycle is represented by the above word

of length 12.

A similar type of analysis done by Fossorier in [21] (but without the

benefit of working with reduced words in a group) shows that some other

different ways of defining check matrices by cyclically shifting the identity

matrix also gives an upper bound of 12 for the girth.
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3 Stopping sets and girth of Tanner graphs

We shall be presenting the results of simulating the behaviour of some LDPC

codes on the binary erasure channel (BEC). For such a channel, the per-

formance of an LDPC code under iterative decoding is dominated by its

stopping set distribution. A stopping set of an LDPC code, which was in-

troduced by Di et al. [22], is defined as follows. Let S be a set of locations

in the block code, and let T be the set of check equations which involve at

least one of the locations in S. Then S is said to be a stopping set if each of

the locations it contains is involved in at least two of the check equations in

T . In terms of the Tanner graph G of the code a stopping set can therefore

be defined as follows. Let the bipartition of of the Tanner graph be X ∪ Y

with the vertices in X representing the locations in the codewords and Y

representing the check equations. Let S ⊆ X and let T ⊆ Y be the set of

neighbours of the vertices in S. Then S is said to be a stopping set if every

vertex in S has at least two neighbours in T . Clearly, the size of a minimum

stopping set of a code is at equal to at most the code’s minimum weight.

Like the Hamming weight distribution, we can write the stopping set

distribution of a code in terms of the stopping set enumerator polynomial,

that is,

S(z) =

n∑

w=0

Swz
w,

where as before z is an indeterminate and Sw is the number of stopping sets

of weight w. The importance of Si will be become evident in the results

section where it is used to accurately predict the erasure performance of an

LDPC at very low error rate regions.

Stopping sets are important because most iterative methods used for
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decoding cannot decode a set of erasures whose locations form a stopping

set. Therefore it is desirable that the size of a stopping set of a code is

large. For this reason it is also desirable that the Tanner graph of the code

does not have small girth. Let Ls(dv , g) be the lower-bound of the minimum

stopping set size of a (dv , dc)− regular LDPC code of girth g. As was stated

in [23], for (dv , dc)−regular LDPC codes in which dv ≥ 2, the girth is g ≥ 6,

we have Ls(2, g) = g/2, Ls(dv , 6) = dv + 1, Ls(dv, 8) = 2dv , and, for larger

g,

Ls(dv, g) ≥







1 +

g−6

4∑

i=0

dv(dv − 1)i g
2 odd,

1 +

g−8

4∑

i=0

dv(dv − 1)i + (dv − 1)
g−4

4
g
2 even.

Therefore, for dv > 2, Ls(dv, g) increases exponentially with g.

4 Codes from the coset graphs

We shall study coset graphs as a generalisation of the QC LDPC codes

studied in [15, 21]. In this section we are mainly concerned with the girth

of Cos(Γ,H,K), where the union of the subgroups generates Γ, since, as

we have seen, Cos(Γ,H,K) is the Tanner graph of the corresponding LDPC

code. The stopping set sizes are considered in a later section.

First we note that, in theory, there is no upper bound on the girth of

such a triple. For example, let us restrict ourselves to permutations a and b

of order 3 and let H = 〈a〉, K = 〈b〉 and Γ = 〈a, b〉. Consider, for example,

a = (1 2 3)(4 5 6)(7 8 9)
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and

b = (3 4 5)(6 7 8).

If we follow the trajectory of the element 2 when acted upon by a permu-

tation made up of a reduced word in a and b where the first element is a

(if the first element is a2 then consider the element 1), then we see that the

shortest length of such a reduced which which maps 2 into itself is 10. But

for the word to be equal to 1 all elements 1, 2 . . . 8 must be mapped back into

themselves. Using the free software GAP [24] and its package GRAPE [25],

we find that the girth of this coset graph is, in fact, 14. It is easy to see how

this girth can be made larger by taking more triples in the definition of a

and b, but this crude way will give a group Γ of astronomical size. So let us

give here a few more reasonable examples, worked out using GAP. Unless

otherwise stated, in all examples H = 〈a〉,K = 〈b〉 and Γ = 〈a, b〉, where a

and b are the given permutations.

Example 4.1 Let a = (1 2 3) and b = (2 4 5)(3 6 7). The graph Cos(Γ,H,K)

also has girth 14. The check matrix corresponding to Cos(Γ,H,K) has size

840 × 840. Its row-rank turns out to be 750, therefore the resulting code

corresponding to this Tanner graph is a (3, 3)−regular LDPC code with a

low code-rate of 0.10714. (In all these examples, the computation of the

check matrices from the corresponding Tanner graphs and also their ranks

was carried out using GAP.)

Example 4.2 In order to obtain higher rate (dv, dc)−regular LDPC codes,

the condition dc > dv has to be met. Let a = (1 2 3 4) and b = (2 4 5)(3 7 8).

This gives girth 16 and a 45360×60480 matrix which defines a (3, 4)−regular

LDPC code of code-rate at least 0.25.

Here are two seemingly similar small examples.
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Example 4.3 Let a = (1 3 5)(2 4 6) and b = (1 2)(3 4)(5 6 7). The Tanner

graph has girth 8 with dv = 3 and dc = 6. The parity-check matrix has size

420× 840 and rank 385, therefore the code-rate is 0.542.

Example 4.4 Let a = (1 2 3 4 5) and b = (2 6 7)(1 4 3). The Tanner

graph has girth 8 with dv = 3 and dc = 5. The size of the check matrix is

504× 840 with rank 498, therefore the code-rate is 0.407.

A comparison between the last two codes is interesting. They are both of

length 840 and have girth 8, and the first one has slightly better code-rate.

But from our analysis we found that the first code has a minimum stopping

set size of 8. In fact, there are 1365 stopping sets of weight 8 and 8064

stopping sets of weight 10, and these stopping sets are also the codewords

of the code. On the other hand, the second code has a minimum stopping

set size of 28. There are 120 stopping sets of that weight and they are all

codewords of the code. We shall discuss these issues further in the next

section.

Example 4.5 Here we shall work backwards from a given edge-transitive

graph of known girth to its representation as a coset graph. Let T be the

graph shown in Figure 1. This is the smallest cubic graph with girth 8.

Subdivide each edge (that is, replace each edge {a, b} with two edges {a, x}

and {x, b} where x is a new vertex of degree 2). Call the resulting graph G.

Since T is arc-transitive, G is edge-transitive and its girth is 16. The order

of the automorphism group of G is 1440 and the orders of the stabilisers H

and K of two adjacent vertices are, respectively, 48 and 32. The order of

H ∩ K is 16, confirming that the degrees of the vertices are 48/16 = 3 and

32/16 = 2.

However, when a subgroup H′ of order 3 of H and a subgroup K′ of order
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2 of K were taken, and Γ′ was set to be the group generated by H′ ∪K′, the

girth of (Γ′,H′,K′) was found to be 4. Therefore there is a reduced word w in

the elements of H′ and K′ of length 4. But since H′ and K′ are subgroups of

H and K, respectively, why does not w give girth 4 in (Γ,H,K)? The reason

is obviously that some or all of the elements making up w are in H ∩ K so

it is not a reduced word in the elements of H−H∩K and K−H∩K. This

example shows that one possible way of getting rid of short cycles could be

by increasing the intersection of H and K so that the short reduced words

contain elements in H ∩K.

Figure 1 to come around here

5 Constructed Codes and Their Simulation Re-

sults

In this section, some results of the erasure performance over the binary

erasure channel (BEC) of the binary (dv, dc) − regular LDPC codes con-

structed with various coset graph parameters are presented. In one of his

classic papers, Berlekamp [26] presents the error probability of a maximum-

likelihood erasure decoder for a given code over the BEC. An [n, k, d] linear

code is guaranteed to correct d − 1 erasures and the error probability of a

maximum-likelihood decoder, assuming that the probability of erasure is p,
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is given by [26]

Pe ≤
n∑

w=n−k+1

(
n

e

)

pe(1− p)n−e

︸ ︷︷ ︸

MDS performance

(1)

n−k∑

w=d

Awp
w

n−k∑

e=w

(
n− w

e− w

)

pe−w(1− p)n−e

︸ ︷︷ ︸

MDS shortfall

≈
∑

w≥d

Awp
w for low values of p (2)

where Aw is the number of codewords of weight w and the second term of

(1) only exists for non MDS codes. The iterative decoding of LDPC codes is

sub optimal and its error performance is dictated by the stopping set rather

than the weight distribution of LDPC codes. Equations (1) and (2) may

be adapted by using the stopping set distribution of an LDPC code. In

particular, the equation

Pe ≈
∑

w≥smin

Swp
w, (3)

which is adapted from (2), is useful to predict the error floor of an LDPC

code over the BEC. Here, smin is the minimum stopping set weight of the

LDPC code. The stopping set distribution of an LDPC code can be exhaus-

tively enumerated in an efficient manner using the algorithm given by [27]

and [28].

We first consider three small codes, namely Small-Cage [9, 4, 4], Gen-

Quad [16, 9, 4] and Gray [27, 8, 8]. Table 1 shows the generators of these

codes—the parameters a and b, the girth, the minimum stopping set size

smin and the lower-bound of smin obtained from the formula presented in

Section 3. Figure 2 shows the probability of frame error of these small LDPC

13



Table 1: Parameters of small LDPC codes
Name a b Girth smin L(s, g)

Small-Cage
(1 2 3) (1 4)(2 5)(3 6) 8 4 4

[9, 4, 4]

Gen-Quad
(1 2 3 4)

(1 5)(2 6)
8 4 4

[16, 9, 4] (3 7)(4 8)

Gray
(1 2 3)

(1 4 7)(2 5 8)
8 8 6

[27, 8, 8] (3 6 9)

codes over the BEC. Approximations at lower probability of erasure obtained

using (3) are also shown in the figure. The stopping set distributions are

obtained using the algorithm presented in [28].

Figure 2 to come around here

The Tanner graph of Small-Cage has order 15 with dv = 2 and dc = 3.

This is the smallest number of vertices which a bipartite graph with these

degrees for the bipartition can have. It is therefore an example of what

are sometimes called bi-regular cages [29]. The stopping set enumerator

polynomial of Small-Cage is given by

S(z) = 1 + 9z4 + 6z5 + 18z6 + 21z7 + 9z8 + z9,

which contains an all-zero codeword, 9 weight codewords of weight 4 and 6

codewords of weight 6.

The Tanner graph of Gen-Quad has dv = 2, dc = 4, girth of 8, and

diameter of 4. It is therefore a generalised quadrangle, albeit a “thin” one

because of dv = 2 [30]. The stopping set enumerator polynomial of Gen-
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Quad is given by

S(z) = 1 + 36z4 + 144z6 + 288z7 + 678z8 + 1600z9 + 2472z10+

2400z11 + 1436z12 + 528z13 + 120z14 + 16z15 + z16.

Finally, the third Tanner graph is the well-known Gray graph which is

the smallest known cubic graph (on 54 vertices) which is semisymmetric [31],

that is, a regular, edge-transitive but not vertex-transitive graph. Semisym-

metric graphs are not easy to find and the first examples were constructed

by Folkman in [32]. The stopping set enumerator polynomial of this code is

given by

S(z) = 1 + 27z8 + 81z12 + 270z14 + 108z15 + 135z16+

864z17 + 1281z18 + 1620z19 + 2889z20 + 4410z21+

5049z22 + 3402z23 + 1305z24 + 270z25 + 27z26 + z27.

Figure 3 to come around here

Figure 3 shows the performance of three (3, 2)−regular coset graph LDPC

codes. The parameters and the truncated stopping set distributions of the

codes in Figure 3 are shown in Table 2. The performance curves of these

codes follow similar trend and they are not as good as other coset graph

LDPC codes which have dc of 4 and 5. The truncated stopping set dis-

tribution of these codes, indicated in the second last column of Table 2 is

used to derive an approximation to the probability of decoder failure at low

probability of erasure, see (3).

Figure 4 to come around here
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Table 2: Parameters of (3, 2)−regular LDPC codes in Figure 3

Name a b Girth smin Sw Ls(3, g)

[36, 13, 6] (1 7) 12 6

S6 = 12

3
(1 2 3) S8 = 54
(4 5 6) S10 = 108

S11 = 108
S12 = 444

[90, 31, 9] 18 9

S9 = 60

9
(1 2 3) (1 7) S10 = 108
(4 5 6) (2 8) S11 = 108

S12 = 210
S13 = 180

[720, 241, 12]

(1 7)

24 12

S12 = 720

12
(1 2 3) (2 8) S14 = 1440
(4 5 6) (4 9) S16 = 3600

S18 = 13440

Table 3: Parameters of (3, 4)−regular LDPC codes in Figure 4
Name a b Girth smin Sw Ls(3, g)

[40, 15, 8] 8 8

S8 = 45

6
(1 2 3 4 5) (1 2 3 4 5) S12 = 1200
(8 9 10) (8 9 10 11) S13 = 1440

(11 12 13) S14 = 4260
S15 = 7824

[720, 270, 8] 8 8

S8 = 270

6
(3 7 8 9) S12 = 2160

(1 2 3)(4 5 6) (4 10) S14 = 2160
S15 = 2160
S16 = 50355

[360, 117, 24] (1 2 3)(4 5 6)
(5 6 7 8)(3 9)

12 24 S24 = 1755 14
(2 10)(1 11)

[720, 216, 24] (1 2 3)(4 5 6) (3 7 8 9) 12 24 S24 = 450 14

[2520, 701, 24] (1 2 3)(4 5 6)
(1 7)

12 24 S24 = 105 14
(2 8 9 10)

[2160, 591, > 32] (1 2 3)(4 5 6)
(5 6 7 8)(3 9)

12 ≤ 48 14(2 10)(1 11)
(4 12)
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Table 4: Parameters of (3, 5)−regular LDPC codes in Figure 5
Name a b Girth smin Sw Ls(3, g)

[155, 64, 20] 8 18

S18 = 465

6
〈a, b, c : a3 = b5 = c31 S19 = 2015
ba = abc, ca = ac25, S20 = 9548

cb = bc2〉 S21 = 23715
S22 = 106175

[755, 334, 14] 10 14

S14 = 755

10
〈a, b, c : a3 = b5 = c151 S18 = 755
ba = abc, ca = ac32, S20 = 3020

cb = bc8〉 S22 = 9815
S24 = 30200

[840, 342, 28] (1 2 3 4 5)
(2 6 7)

8 28 S28 = 120 6
(1 4 3)

[905, 364, 24]
〈a, b, c : a3 = b5 = c181

12 24 S24 = 905 14ba = abc, ca = ac48,
cb = bc42〉

[6720, 2695, 24]
(1 2 3)

(3 4 5 7 8) 10 24 S24 = 1120 10
(4 5 6)

Figure 4 shows the performance of several (3, 4)−regular coset graph

LDPC codes. The parameters and the truncated stopping set distribution

of the codes in Figure 4 are shown in Table 3. From the figure, the codes

of larger girth have higher smin. Both (3, 4)−regular coset graph LDPC

codes shown in Figure 4 which have girth 8, have smin = 8. The rest of

the codes in Table 3, except the one of length 2160, which have girth 12,

have smin = 24. For the last code of length 2160 and dimension 591, whose

Tanner graph has girth 12, exhaustive stopping set enumeration found that

32 < smin ≤ 48. As a consequence, unlike the other codes, an approximation

to the FER performance of this code cannot be obtained yet.

Figure 5 to come around here

Figure 5 shows the performance of several (3, 5)−regular coset graph

LDPC codes whose parameters and truncated stopping set distributions are
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Table 5: Parameters of (3, 6)−regular LDPC codes in Figure 6
Name a b Girth smin Sw Ls(3, g)

[216, 125, 8]
(1 2 3) (2 6)

8 8
S8 = 3375

6(4 5 7) (3 5 8) S12 = 121500
(6 8 9) S14 = 1188000

[840, 455, 8]
(1 3 5) (1 2)

8 8
S8 = 1365

6(2 4 6) (3 4) S10 = 8064
(5 6 7) S12 = 25620

tabulated in Table 4. Several (3, 5)−regular Tanner LDPC codes are also

simulated for comparison purposes. As mentioned earlier, the construction

method presented in this paper is able to realise LDPC codes of the same pa-

rameters as those constructed by Tanner. From the figure, it is interesting to

note that both the [905, 364, 24] Tanner LDPC code and the [6720, 2695, 24]

coset graph LDPC code have similar error floor over the BEC. The later code

has better convergence due to its larger block length. An interesting coset

graph LDPC code to note is the [840, 342, 28] code whose Tanner graph has

girth 8. This code has a similar convergence behaviour as the [905, 364, 24]

Tanner LDPC code, but because of its higher smin, the code has a much

lower error floor.

Figure 6 to come around here

Figure 6 shows the performance of two (3, 6)−regular coset graph LDPC

codes of girth 8: [216, 125, 8] and [840, 455, 8]. Refer to Table 5 for the

parameters and truncated stopping set distribution of these two codes. De-

spite having higher code-rate, the convergence of these codes are not as good

as some of the (3, 4)− and (3, 5)−regular coset graph LDPC codes already

discussed.
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6 Conclusion

We feel that this generalisation of earlier constructions of Tanner graphs

as coset graphs is important for a number of reasons. First of all, it is

conceptually a very simple idea, based only upon the notion of cosets of a

group. It provides a compact algebraic way of describing the Tanner graph

and the associated check matrix. Although here we have initially stressed the

issue of girth, it seems that this generalisation may be useful to improve other

parameters of QC LDPC codes, such as the minimum stopping set size. The

encoding simplicity of quasi-cyclic LDPC codes is lost in coset graph codes,

but these improvements might offset the disadvantage of losing the quasi-

cyclic structure of the check matrix. In particular, a (dv , dc)-regular QC

LDPC code has an upper-bound of smin given by (dv+1)! [21] and this bound

does not apply to coset graph LDPC codes. For example (3, dc)−regular QC

LDPC codes cannot have smin larger than (3+1)! = 24, but we have shown

two (3, dc)−regular coset graph LDPC codes which have smin or d larger

than 24, i.e. [840, 342, 28] (3, 5)− and [2160, 591, 32 ≤ d ≤ 48] (3, 4)−regular

codes.

Secondly this generalisation brings the problem of constructing good

Tanner graphs right within the heart of two well-studied areas in graph

theory and group theory. The problem of finding regular or bi-regular

cages [30, 29] is a well-known and well-studied problem in graph theory.

In this context, finding a shortest code whose coset graph has given degrees

and girth is equivalent to finding edge-transitive (possibly bi-regular) cages.

Some of the examples described above are closely connected to cages.

In group theory, since the publication of the very important work by

Goldschmidt [33] and Djoković and Miller (for example, [34, 35]), group

amalgams have become very important not only in the study of infinite
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groups but also in finite group theory (see, for example [36, 37]). Basically a

(finite group) amalgam consists of two finite groupsH and K and a subgroup

B common to both, and such that φ1B → H and φ2B → K are injective

homomorphisms (the amalgams arising in the work of Goldschmidt and

Djoković and Miller are also simple, that is, there is no subgroup of B which

is normal in both H and K). Roughly speaking, φ1 and φ2 determine how H

and K are amalgamated together along B. If it is assumed that there are no

relations between elements of H and K except for the elements in φ1(B) and

φ2(B) then we get the free product with amalgamation Γ′ = H ∗B K, which

is an infinite group. The corresponding coset graph is an the infinite tree

Tp,q with degrees p = |H|/|B| and q = |K|/|B| [38]. A finite group generated

by H∪K is said to be a completion of Γ′. One can think of a completion Γ′

as being obtained by adding relations to H ∗B K so that its coset graph is

obtained as the corresponding quotient of Tp,q; more precisely, a completion

is a pair of homomorphisms (ψ1, ψ2) from H and K, respectively, to some

group Γ such that φ1ψ1 = φ2ψ2. The free amalgamated product Γ′ = H∗BK

itself is often called the universal completion of the amalgam.

In Goldschmidt’s work, the two subgroups making up the amalgam were

the stabilisers of two adjacent vertices while Djoković and Miller used the

stabiliser of a vertex and the stabiliser of an edge incident to the vertex. The

remarkable achievement of these authors was to show that, for particular

symmetric graphs, most notably cubic s-transitive graphs, the corresponding

amalgam can only be one of exactly a finite number of well-described types

(the type of an amalgam being the isomorphism types of H,K and B and φ1

and φ2). The connection between finite group amalgams and the problem

of finding minimal graphs with given degree and girth comes out very well

in [39] and in [40]. In the latter paper, the smallest known cubic graphs of
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girth 12 and of girth 20 are obtained as coset graphs of particular completions

of amalgams first described by Goldscmidt. One wonders whether it is

possible, using the sophisticated group theoretic techniques developed by

these authors, to determine what types of amalgams are determined by

imposing certain pre-conditions on the coset graphs required to get an LDPC

code with good parameters, such as the appropriate degrees, girth, minimum

weight and minimum stopping set size.
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[37] H. Kurzweil and B. Stellmacher, The Theory of Finite Groups : An

Introduction. Springer-Verlag, 2004.

[38] J. Serre, Trees (Corrected Second Printing). Springer-Verlag, 2003.

25



[39] N. Biggs, “Graphs with large girth,” Ars Combin., vol. 25C, pp. 73–80,

1988.

[40] C. Parker and P. Rowley, “Completions of Goldschmidt amalgams of

type G4 in dimension 3,” J. Algebraic Combin., vol. 13, pp. 77–82, 2001.

26



Figure 1: Tutte’s cage which is the smallest cubic graph of girth 8.
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Figure 2: Frame Error Probability of Small LDPC Codes over the BEC
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