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Use of SMPCache software for modelling Cache in a multiprocessor environment.

Requirements:  The SMPCache software is available at the Computer Lab. Together with installing 
this software there is a need for multiprocessor traces. These traces are also available at the lab.
The manual “Getting strarted with SMPCache 2.0 is also necessary to understand the installation, 
operation, experimental settings and analysis of the results.

Purpose: The work is a demonstration of how the theoretical concepts associated with cache, cache 
coherence, multiprocessor bus sharing operates.

Demo 1: To get acquainted with the operation I am suggesting that you look at the step by step trace 
of one application. The basic information is in Section 6.4.2 of the Manual. I am highlighting 

certain necessary steps.  
1. Firstly you must configure the system. See page 3 
configuration files. 
2. Set up the configuration as in Figure 1 at the side. This 
uses 3 processors, MESI for cache coherence, and bocks of 
size 1 kB, on words that are 8 bytes wide.
3. Use from the sample traces – from FILE, Open Memory 
Traces – and the appropriate subdirectory - the trace 
Cexp.prg.
4. From the View Menu set the Cache evolution, and use the 
text button in the subsequent window. Eventually you should 
get Figure 2 below

Figure 2

Note that initially none of the subwindows have any entries. At this point, use execute to start the 
first instruction from the Cexp.prg trace. You should have a text copy of the Cexp.prg file via 
Wordpad. 



The first few instructions are reproduced here. 
0 00000170
2 00003600
0 00000174
0 00000178
0 0000017c
0 00000180
3 00008d84 

Note that the first digit is 0 for instruction, 2 for memory read, 3 for memory write (see page 5 of 
tutorial). At this point view the changes after EACH execution to the MESI table and to the 
percentage rate. Continue with the step-by-step for  twenty five entries of the trace.

From the results obtained in seeing the change in the MESI table for EACH instruction execution, 
deduce how the cache coherence protocol is working.

Demo 2. Repeat using the same trace program, but this time looking at the Memory Block 
evolution.
Repeat looking at  the Multiprocessor evolution .
Again look at the changes at EACH step and comment on how the different memory usage impacts 
on the bus.

At this point you will do two of the Projects involving Multiprocessor Traces. These traces are 
(FFT, Simple, Speech and Weather – again available from the laboratory. The two projects are :

Influence of the Cache Size on the Miss Rate

Influence of the cache size on the Bus Traffic.

The two projects are reproduced below, taken from “Student Projects using SMPCache2.0” - 
Projects 7 and 8.

The projects are self explanatory. In your report you should show some of the results using sinfle 
step and breakpoints or using full execution, depending on what you want to highlight.





In conclusion, does the increase in the cache size improve the multiprocessor system performance? 
Are the conclusions you obtain similar to the previous ones for the miss rate project?


