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Abstract. Rocco De Nicola’s most cited paper, which was coauthored
with his PhD supervisor Matthew Hennessy, introduced three seminal
testing equivalences over processes represented as states in labelled tran-
sition systems. This article relates those classic process semantics with
the framework for runtime monitoring developed by the authors in the
context of the project ‘TheoFoMon: Theoretical Foundations for Moni-
torability’. It shows that may-testing semantics is closely related to the
basic monitoring set-up within that framework, whereas, over strongly-
convergent processes, must-testing semantics is induced by a collection
of monitors that can detect when processes are unable to perform certain
actions.
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1 Introduction

Rocco De Nicola is probably best known for the introduction of the notions of
testing equivalence over concurrent processes, in joint work with his PhD super-
visor Matthew Hennessy that was reported in the conference paper [I4] and the
subsequent journal paper [I5]. These testing equivalences embody in a natural
and mathematically elegant way the intuitive idea that two processes should
be equated unless they behave differently when subjected to some ‘experiment’

* This research was partially supported by the projects ‘TheoFoMon: Theoreti-
cal Foundations for Monitorability’ (grant number: 163406-051; http://icetcs.ru.is/
theofomon/)) and ‘Epistemic Logic for Distributed Runtime Monitoring’ (grant num-
ber: 184940-051) of the Icelandic Research Fund, by the BMBF project ‘Aramis I’
(project number: 011S160253) and the EPSRC project ‘Solving parity games in the-
ory and practice’ (project number: EP/P020909/1).
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or ‘test’. The origin of this notion of equivalence can be traced back to Got-
tfried Wilhelm Leibniz (1646-1716), whose Identity of Indiscernibles principle
states that two (mathematical) objects are equal if there is no property that
distinguishes them [24], ‘Discourse on Metaphysics’, Section 9]. In the semantics
of programming languages, its earliest precursor is, to the best of our knowl-
edge, the notion of contextual equivalence proposed by Morris in his doctoral
dissertation [26].

In general, given a set of processes, a set of tests and a relation between
processes and tests that describes when a process passes a test, one can apply
Leibniz’s motto and declare two processes to be equivalent if they pass exactly
the same set of tests. In the work of De Nicola and Hennessy, processes are states
in some labelled transition system [22]. A test is itself a process, which inter-
acts with a concurrent system under observation by hand-shake synchronisation
and uses a distinguished action to report success in its observation. Since both
processes and tests may be nondeterministic, the interaction between a process
and a test may lead to different outcomes depending on how the two systems
resolve their nondeterministic choices in the course of a computation. This led
De Nicola and Hennessy to define three notions of testing semantics, which are
naturally expressed in terms of preorders over processes. In the so-called may
semantics, a process ¢ is at least as good as some process p if the set of tests
that p may pass is included in the set of tests that ¢ may pass. In may semantics,
possible failure under a test is immaterial and therefore nondeterminism is an-
gelic. On the other hand, one may take the view that failure in the testing effort
is catastrophic, in the sense that a process that may fail some test is just as bad
as one that always fails it. The notion of testing semantics that captures this
viewpoint is the so-called must semantics, according to which a process ¢ is at
least as good as some process p if the set of tests that p must pass is included in
the set of tests that ¢ must pass. Finally, a third testing preorder over processes
is obtained as the intersection of the may and must preorders described above.
According to this more refined view of process behaviour, a process that always
fails a test is worse than one that may pass that test, which in turn is worse
than one that always passes it.

De Nicola and Hennessy explored the rich theory of the testing semantics
in [I5] (see [I9] for a book-length treatment), where each of these semantics is
given operational, denotational and axiomatic accounts that are in agreement
one with the other. Their ideas and the accompanying technical results have had
an enormous impact on further research, as witnessed, among other things, by
the over 1,650 citations to [15]

Our goal in this article is to provide some evidence supporting our view
that De Nicola and Hennessy’s work may also be seen as providing the theoret-
ical foundations for runtime verification [9], a line of research that is becoming
increasingly important in the field of computer-aided verification. Runtime ver-
ification is a lightweight verification technique that checks whether the system

5 Source: |https://scholar.google.com/citations?user=Meb6JFkAAAAJ&hl=en|, last
accessed on the 24th of March 2019.


https://scholar.google.com/citations?user=Meb6JFkAAAAJ&hl=en

Testing Equivalence vs. Runtime Monitoring 3

under scrutiny satisfies a correctness property by analysing its current execution.
In this approach, a computational entity called a monitor, which is synthesised
from a given correctness property, is used to observe the current system execution
and to report whether the observed computation satisfies the given property.

The high-level description of runtime verification given above hints at con-
ceptual similarities between that approach to computer-aided verification and
testing equivalences a la De Nicola and Hennessy. Indeed, the monitors used in
runtime verification seem to play a role akin to that of the tests in the work of
De Nicola and Hennessy. In this paper, we will see that the connection between
runtime verification and testing semantics can be made precise within the opera-
tional framework for runtime monitoring developed in [TIBITE/T7]. More precisely,
we will show that may-testing semantics is closely related to the basic monitor-
ing set-up presented in [T6/T7] (Section , whereas must-testing semantics over
strongly-convergent, finitely-branching processes is induced by a collection of
monitors that can detect refusals and that stem from the framework for param-
eterised monitorability developed in [I] (Section [4]). Together with the results
presented in [7I12], we feel that Theorems [2| and [7] in this study substantiate
our tenet that runtime verification owes much to the work of De Nicola and
Hennessy on testing equivalences for processes.

2 Preliminaries

We begin by briefly reviewing the model of labelled transition systems used in
this study (Section and by presenting an informal account of De Nicola-
Hennessy testing equivalences (Section .

2.1 Labelled Transition Systems

We assume a finite set of external actions AcT and, following Milner [25], a
distinguished silent action 7. We let «;, a, b, ¢ range over ACT and p over ACT U
{7}. A labelled transition system (LTS) over ACT is a triple

L =(P,AcT,—p),

where P is a nonempty set of system states referred to as processes (p,q, ... € P),
and =7, C Px (AcTU{r}) x P is a transition relation. We write p £ ¢ instead
of (p,p,q) € —r. We use p =, ¢ to mean that, in L, p can reach ¢ using a
single o action and any number of silent actions, i.e., p(=1)* 1 (Z1)*q. By
p &1 (respectively, p =1) we mean that there is some ¢ such that p £, ¢
(respectively, p =1 ¢) and p A (respectively, p # 1) means that no such g
exists. For a trace s = aqa ... ap € ACT*, p =7 ¢ means p =>; =3, ... =%, ¢
when ¢ > 1 and p(=)*q when s = ¢ is the empty trace. We say that s is a trace

of p when p = ¢ for some ¢, and write traces(p) for the set of all the traces
of p. From now on we will omit the subscript L as the LTS will be always clear
from the context.
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In the rest of the paper, processes will be specified using expressions in the
fragment of Milner’s CCS [25] containing the operators for describing finite syn-
chronisation trees over AcT U {7} [29].

2.2 Testing Equivalences a la De Nicola and Hennessy

We will now informally recall the testing semantics from [I519]. We will not
present the full details of the formal definitions of the testing semantics, since
our technical results will rely on the alternative, test-free characterisations of
the may- and must-testing preorders, which we will state in Sections [3.3] and [£:2]
where they are used.

The testing equivalences over processes introduced in [I5] embody in a natu-
ral and mathematically elegant way the intuitive idea that two programs should
be equated unless they behave differently when subjected to some ‘experiment’.
In the setting of the above-mentioned paper, an experiment is itself a process,
called test, that interacts with the observed system by communicating with it
and that uses a distinguished action w to report a successful outcome resulting
from its observations.

We say that

— process p may pass a test t if there is some maximal computation resulting
from the interaction between p and ¢ in which ¢ reports success;

— process p must pass a test t if ¢ reports success in every maximal computation
resulting from the interaction between p and t.

The classification of the possible outcomes resulting from process-test interac-
tions leads to three different notions of semantic equivalence over processes: one
in which nondeterminism is angelic (the may-testing preorder), another in which
the possibility of failure is catastrophic (the must-testing preorder) and a third
in which a process that may both fail and pass a test is distinguished from one
that always fails it or always passes it (the intersection of the may- and must-
testing preorders). Each of these semantics is given operational, denotational
and axiomatic accounts that are in agreement one with the other in [I5/T9].

Definition 1 (Testing preorders) For all p,q € P,

— P Conay q iff, for each test t, p may pass t implies ¢ may pass t;
— P Conust ¢ iff, for each test t, p must pass t implies g must pass t;
- D Er q Zﬁp Emay q Cmdp E must q-

Example 1. It is well known that nil Cp,ay a.nil and that a.(b.nil 4 c.nil) Ty
a.b.nil + a.c.nil. On the other hand, nil Zus a.nil and a.(b.nil + c.nil) Zust
a.b.nil+ a.c.nil. Indeed, unlike nil, the process a.nil may fail the test a.nil + 7.w.nil
(read ‘ask the process under observation to do a and terminate unsuccessfully,
or internally decide to succeed’) and, unlike a.(b.nil + c.nil), the process a.b.nil +
a.c.nil may fail the test a.b.w.nil (read ‘ask the process under observation to do
a followed by b and then succeed’).
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3 Monitoring May Testing

We now characterise the may-testing preorder in terms of the basic framework
for runtime monitoring presented in [I617]. We first recall the needed definitions
and results from those references in Sections B.IH3.2] and then we use them to
give a monitor-based version of the may-testing preorder in Section 3.3

3.1 A Framework for Runtime Monitoring

We now review the operational framework proposed in [I6/I7] for runtime mon-
itoring of properties expressed in Hennessy-Milner Logic with recursion [8J23].
In this framework, a monitor is a computational entity that observes the cur-
rent system execution and uses the information so acquired to try to ascertain
whether the system satisfies a given property.

Monitors We first define the notion of a monitor given in [I6/I7]. Monitors
are states of an LTS, much like processes and tests. Syntactically, monitors are
specified using expressions in a variation on the regular fragment of CCS, where
the nil process is replaced by verdicts. A verdict can be one of yes, no and end,
which represent acceptance, rejection and inconclusive termination, respectively.

Definition 1. The set MON of monitors is defined by the following grammar:

m,n € MON :: = v | a.m | m+n | rec xz.m | «

v =end | no | yes

where x ranges over a countably infinite set of monitor variables.
An acceptance monitor is one without occurrences of the verdict no and a
rejection monitor is one that does not contain occurrences of the verdict yes.

The behaviour of a monitor is defined by the derivation rules of Table [I} so
monitors are states of an LTS whose transitions are those that are provable
using those rules. Intuitively, a transition m — m’ indicates that a monitor in
state m can analyse action « and become the monitor described by m’ in doing
so. We highlight the transition rule for verdicts in Table [I] describing the fact
that, from a verdict state, any action can be analysed by transitioning to the
same state; verdicts are thus irrevocable.

Monitored system Monitors are intended to run in conjunction with the sys-
tem (process) they are analysing. While monitoring a process p € P, a monitor
m € MON tries to mirror every visible action p performs. If m cannot match
an action performed by p and it cannot perform an internal action, then p per-
forms that action and continues executing, while m becomes the inconclusive
end verdict. We are only looking at the visible actions and so we allow m and p
to perform silent 7 actions independently of each other.
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MACT ——— MREC —
am—m recz.m — mlrecz.m/x]
m £ m/ n £ n/
MSELL ————— MSELR ————
m+n—m/ m+n—n/
MVERD
v =

where aw € AcT and p € AcT U {7}.
Table 1. Monitor Dynamics

p Sy mSm pSpY mA mb

IMonN = ITER ~
m<dp —m’' ap’ m<p — end<p’
Dy Tem/
Asyp— 2P AsyM
m<dp = m<p’ m<dp —m/dp

Table 2. Monitored Systems

Definition 2. A monitored system consists of a monitor m € MON and a pro-
cess p € P that run side-by-side, denoted m <p. The behaviour of a monitored
system is defined by the derivation rules in Table[3

The following lemmata describe how the monitor and system LTSs can be com-
posed and decomposed according to instrumentation [17].

Lemma 1 (General Unzipping). m<p = n <q implies

—p=qand
—m=n or (Is1, 52, aIm’. s = s1as9, m = m/ L, m' £ and n = end).

Lemma 2 (Zipping). (p = q and m = n) implies m 4p = n<q.

If a monitored system m < p can reach a configuration where the monitor com-
ponent is the yes verdict, we say that m accepts p, and similarly m rejects p if
the monitored system can reach a configuration where the monitor component
is no.

Definition 3 (Acceptance/Rejection). We define

acc(m, p) = Js,p’. map > yes<ap  and

. d
rej(m, p) 2) Js,p’. map = noayp.

The Logic We use uHML, the Hennessy-Milner logic with recursion, to describe
properties of processes.
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Definition 4. The formulae of yuHML are constructed using the following gram-
mar:

¢, € pHML =2 =t | £f
| oA | oV
| <> | [o]e
| min X.p | max X.p
| X

where X ranges over a countably infinite set of logical variables LVAR.

Formulae are evaluated in the context of a labelled transition system and an
environment, p : LVAR — 2 which gives values to the logical variables in the
formula. For an environment p, variable X, and set S C P, we write p[X +— 5] for
the environment which maps X to S and all Y # X to p(Y'). The semantics for
pHML formulae is given through a function [-], which, given an environment p,
maps each formula to a set of processes — namely the processes that satisfy the
formula under the assumption that each X € LVAR is satisfied by the processes
in p(X). The function [-] is defined as follows:

[tt, 0] ¢ P and [££,0] ¢ 0
[er A2, 0) E Lor, ol O [p2, 7
[or V @2, 01 < T, pl U g2, 4]
[lole, o] = {p | Vg. p = ¢ implies ¢ € [[%p]]}

[ee, o] < {p |3¢.p2 qandqe ﬂw,pﬂ}
[max X.0, o] < [ J{5 | 5 C [, plX = S]]}
[min X.¢, ] < (V{S | § 2 [, X > S]]}

1X. ol = p(x).

A formula is closed when every occurrence of a variable X is in the scope of
recursive operator max X or min X. Note that the environment p has no effect
on the semantics of a closed formula. Thus, for a closed formula ¢, we often drop
the environment from the notation for [-] and write [¢] instead of [, p].

The safety fragment of pHML, denoted by SHML, and its dual co-safety
fragment, CHML, are defined by the grammar:

e, € sHML ==ttt | ff | [a]p oAy | max X.p | X
p,p e cHML z=tt | ff |{(a)¢ |eVeYy | minX.p | X.

Definition 5 (Monitorable Formulae). We say that a rejection monitor m
monitors a formula o € pHML for violation when, for each process p, rej(m, p)
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if and only if p ¢ [¢]. Similarly, an acceptance monitor m monitors a formula
¢ € pHML for satisfaction when, for each process p, acc(m,p) if and only
if p € [p]. A formula ¢ € pHML s monitorable if there is a monitor that
monitors it for satisfaction or violation.

3.2 Previous Results

The main result from [I6I17] is to define a monitorable subset of pHML and show

that it is maximally expressive. This subset is called MHML and consists of the

safety and co-safety syntactic fragments of pHML: MHML S SHML UCcHML.

From now on, we focus on SHML, but the case of CHML is dual. The interested
reader can see [T6J17] for more details.

In order to prove that SHML is monitorable, in [T6J17] Francalanza, Aceto,
and Ingdlfsdéttir define a monitor synthesis function, (), which maps formulae
to monitors, and show that for each ¢ € SHML, (p) monitors ¢ for violation,
in that rej((¢),p) holds exactly for those processes p for which p ¢ [¢].

Definition 6 (Monitor Synthesis).

(tt) < yes (71 < no (xX) < 2

def J o) if (¥ # yes
(laled = {yes otherwise
(1) if (o) = yes
(1 Aa) = < () if (1)) = yes

(1) + (We2) otherwise
def {recm.(h/)[) if (V) # yes

(max X.¢) = ,
yes otherwise

Lemma 3. For every formula ¢ € SHML, (p) monitors ¢ for violation.

Definition 7 (Formula Synthesis). We define a formula synthesis function
Il from rejection monitors to SHML.

lend|| = tt [[nol| = fF o] = X

leeml[ = [a]lml[ [lm +nll = [lm[ Allnll [lrec z.m|| = max X.[m]|.
Lemma 4. Every monitor m monitors ||m|| for violation.

As previously mentioned, dual results hold for CHML, whose formulae can be
monitored for satisfaction using acceptance monitors.



Testing Equivalence vs. Runtime Monitoring 9

3.3 May Testing via Monitors

The goal of this section is to show how the monitoring framework we just re-
viewed can be used to give an alternative characterisation of classic may-testing
semantics a la De Nicola and Hennessy. As a first step, we define three natural
preorders over states of LTSs that are induced by monitors. We will then show
that these three preorders coincide with the may-testing preorder. In what fol-
lows, we assume a fixed LTS L = (P, AcT, —). All the results we present in this
section hold for arbitrary LTSs.

Definition 2 (Monitoring preorders) For all p,q € P,

— p T4, q iff, for each acceptance monitor m, acc(m,p) implies acc(m, q);
— p C¥ q iff, for each rejection monitor m, rej(m,p) implies rej(m, q);
- pEqiff pEqy g and p Cf q.

The following alternative characterization of the may testing preorder is well
known—see [I5/19].

Theorem 1 For all p,q € P, p Cpay q iff traces(p) C traces(q).

One of the consequences of the above result is that tests of the form

with n > 0 and aq,...,a, € AcCT, suffice to characterize the may-testing pre-
order. Another one is that deciding the may-testing preorder and its induced
equivalence over states in finite LTSs is PSPACE-complete [28].

Theorem 2 For all p,q € P, the following are equivalent:

1. p Enay ¢,
2. pCiq,
3. p Ef/l q and

4. pEq.

To show the above result, we first prove that the preorder over processes induced
by trace inclusion, which coincides with the may-testing preorder by Theorem
is included in both QJ‘@ and Eﬁ.

Lemma 3 For all p,q € P, if traces(p) C traces(q) then p T4, q and p CF, q.

Proof. Assume that traces(p) C traces(q). We first show that p £4 ¢ holds.

To this end, let m be an acceptance monitor such that acc(m, p). By defini-
tion, this means that m ap = yes < p’ for some s € AcT* and process p’. Using
the ‘unzipping lemma’ (Lemma , this yields that m = yes and p = p’. So s
is a trace of p and, by the proviso of the lemma, also of ¢. Thus, ¢ = ¢’ for
some ¢'. Using the ‘zipping lemma’ (Lemma , we obtain that m aq = yes<¢/,
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which means that acc(m, ¢). Since m was an arbitrary acceptance monitor, we
conclude that p Eﬁ[ q, and we are done.

The argument proving p C4, ¢ is similar. Simply replace acceptance monitors
with rejection monitors, acc with rej and yes with no in the above proof. a

Next, we establish that the converse inclusions also hold.
Lemma 4 For all p,q € P, if p T4, q or p CF, q then traces(p) C traces(q).

Proof. We limit ourselves to proving that if p C4, ¢ then traces(p) C traces(q),
as the proof of the other implication is similar. To this end, assume that p T4, ¢
and that p = p’ for some p’. We will show that s € traces(q).

First of all, observe that, for each ¢ € ACT*, we can construct an acceptance
monitor m(t) thus:

m(e) = yes

m(at’) = am(t') .
Note that, for each t € ACT*, by construction,
m(t) = yes iff t = ¢ .

Since p = p/, the ‘zipping lemma’ (Lemma [2) yields that m(s) a<p = yes<p'.
Thus acc(m(s),p) and, from the assumption that p C4, ¢, we may infer that
acc(m(s), q). By definition and the observation above, this means that m(s)<q =
yes < ¢’ for some ¢’. The ‘unzipping lemma’ (Lemma |1)) now yields that ¢ = ¢/,
which was to be shown. a

Theorem |2 and the monitorability results presented in [IJI7] can now be com-
bined to obtain logical characterization results for the may-testing preorder.
Even though these results are folklore, we believe that recasting them in terms
of monitorability builds a pleasing connection between a classic testing preorder
and runtime monitoring for pHML.

In the statement of the following result, for each process p, we define

cHML(p) = {¢ | ¢ € cHML and p |= ¢} and
SHML(p) = {¢ | ¢ € SHML and p = ¢}.

Theorem 5 For all p,q € P, the following statements hold:

1. p Conay ¢ off cHML(p) € cHML(g).
2. p Cay ¢ iff SHML(¢g) € sSHML(p).

Proof. We limit ourselves to presenting the proof of the second statement. The
proof of the first statement is similar.

In order to establish the ‘only if’ implication, assume that p C.,., ¢ and
p £ o, for some ¢ € SHML. We claim that ¢ & ¢. To this end, observe that,
as p £ ¢ by assumption, Lemma 3| yields that rej((¢), p). By Theorem [2[ and
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P Cmay ¢, we have that p CF, ¢. Hence, rej((¢), q) and, using Lemma |3 again,
we may conclude that g [~ ¢, as claimed.

To prove the ‘if” implication, we assume that SHML(q) € sHML(p) and
show that p Cay ¢. By Theorem this suffices to establish that claim. Suppose
that rej(m,p) for some rejection monitor m. By Lemma [4] we have that p [~
|lm| € sHML. By assumption, this means that ¢ j= ||m|| either. Hence, again
using Lemma 4] we conclude that rej(m,q), and we are done. O

4 Monitoring Must Testing

As Theorem [2| indicates, the monitoring framework presented in [I6JI7] is not
expressive enough to characterise the must-testing preorder, as monitor accep-
tance and rejection are only determined by the traces processes can perform.
This means that monitors from the basic framework reviewed in Section [3.]
cannot distinguish, for instance, the processes described by the CCS expressions
a.(b.nil+ c.nil) and a.b.nil+ a.c.nil, which are not must-testing equivalent because
a.(b.nil + c.nil) Zyust a.bonil + a.c.nil.

The first four authors presented a framework for parameterised monitora-
bility in [I] and studied several of its instantiations. In what follows, we will
first present one such instantiation (Section and then show how a natu-
ral restriction of that specific monitoring framework offers a characterisation of
must-testing semantics in terms of monitors (Section .

4.1 A Framework for Runtime Monitoring with Refusals

The instance of the monitoring framework from [I] we consider here is the one
obtained by extending the syntax for rejection monitors given in Definition
with ‘conditions’ of the form ref(a), where a € AcT. (In the terminology of [II,
‘conditions’ are predicates over processes.)

Formally, following [I], Sections 4.1 and 5.2], we extend the formation rules
for monitors given in Definition [If with those of the form ref(a).m, for each
a € Act. In the rest of this paper, we use the term refusal monitors for the
monitors generated by that augmented grammar. In the behaviour of monitors,
ref(a) is treated as an ordinary action prefixing operator and thus the rules in
Table [1| are extended with the following ones:

, a € ACT.

f
ref(a).m refla),
Intuitively, in the spirit of Phillips’ refusal testing [27], a monitor of the form
ref(a).m checks whether the system it observes can refuse action a and, if so,
continues monitoring as m. This is expressed by the following instrumentation
rules for such conditions, which are added to the rules in Table 2}

ref(a T
M p B p

m<p = m/<ap

a € Acr. (1)
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In what follows, we say that p refuses a when p /4 and p 4.
The syntax for refusal monitors allows one to write monitors such as

a.ref(b).c.ref(d).no .

Since our goal is to define a monitor-based characterisation of must-testing se-
mantics, monitors that alternate the observation of action occurrences with that
of refusals arbitrarily are too powerful. Indeed, they would characterise failure-
trace semantics, which coincides with Phillips’ refusal testing over image-finite
processes [18]. Therefore, in what follows, we only consider the sub-language
MoONF of refusal monitors that consists of the monitors m that are generated
by the following grammar:

m,n € MONp :: =v | a.m | ref(a).r | m4+n | reczm | x
r:=no | ref(a).r
v:=end | no

)

where x comes from a countably infinite set of monitor variables. We refer to
those monitors as failure monitors and use them to define a preorder over pro-
cesses as follows.

Definition 3 (Failure monitoring preorder) For all p,q € P,

P Ef}ffq iff, for each failure monitor m € MONp, rej(m,q) implies rej(m,p).
Intuitively, as in must-testing semantics, p E%ff q means that ¢ is ‘at least as
well behaved as’ p when its executions are observed by a failure monitor, in the
sense that each failure monitor that rejects ¢ will also reject p, and being rejected
by a monitor is considered harmful. However, there might be some monitor that
rejects p, but not q. For example, it is not too hard to see that a.b.nil4+a.c.nil E?jf
a.(b.nil 4 c.nil), as each failure monitor that rejects a.(b.nil 4 c.nil) will also reject
a.b.nil+a.c.nil. On the other hand, the monitor a.ref(b).no rejects a.b.nil+ a.c.nil,
but not a.(b.nil + c.nil).

The following lemma describes how failure-monitor and system LTSs can be
composed and decomposed according to instrumentation (cf. Lemmas [1| and .

Lemma 5 (Unzipping and zipping for failure monitors). Let m be a fail-
ure monitor and let p € P.

1. Assume that m<p = no<q. Then
—p=qand

sreflar) - reflar no for some £ > 0 and ay...ay € ACT™ such that q

refuses a; for each i € {1,...,¢}.

2. Assume that p = q and m sreflan). - reflae no, for some £ >0 and ay...a; €
Act* such that q refuses a; for eachi € {1,...,}. Then m<p = no<q.
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4.2 Must Testing via Monitors

The goal of this section is to show how the monitoring framework we just
reviewed can be used to give an alternative characterisation of classic must-
testing semantics a la De Nicola and Hennessy over strongly-convergent, finitely-
branching processes, which we now proceed to define.

Definition 4 (Strongly convergent and stable processes) A process p €
P is convergent iff it cannot perform an infinite sequence of T transitions, that
18, there is no infinite sequence pg,p1, P2, ... of processes in P such that py = p
and p; = pip1 for each i > 0. We say that p € P is strongly convergent iff
each of the processes that can be reached from it via a sequence of transitions is
convergent.

A process p € P is stable iff it cannot perform a T transition, that is, p 7.

Definition 5 (Finitely branching processes) A process p € P is finitely
branching iff each of the processes that can be reached from it via a sequence
of transitions has only finitely many outgoing transitions, that is, the set

{(n,d") [a = d'}
is finite for each q such that p = q for some s € AcT*.

The alternative characterisation of the must-testing preorder in terms of failures,
which we will present in Theorem [6] to follow, is by now folklore in concurrency
theory. To the best of our knowledge, it was first proved by Rocco De Nicola
in [I3] and offers a connection between must-testing semantics and failures se-
mantics [I1] that, at the time, was considered rather unexpected. As a corollary
of that result and a classic one by Kanellakis and Smolka [2I, Theorem 5.1],
deciding the must-testing preorder and equivalence is PSPACE-complete.

Definition 6 (Initials and failures of a process) Letp € P.

— The set I(p) of initials of p is {a | p =}.

— A pair (s, A) is a failure of a process p € P iff s € Act*, A C ACT and
I(p))N A =0 for some stable p’ such that p = p'. We write failures(p) for
the set of failures of process p.

Theorem 6 (De Nicola [13]) For all strongly convergent, finitely branching
D,q € P, p Coust q iff failures(q) C failures(p).

Remark 1. In the classic treatment of must-testing semantics over CCS and
other process description languages, strongly convergent processes are guaran-
teed to be finitely branching. In this paper, for the sake of clarity, we have chosen
to make the requirement that processes be finitely branching explicit.

Using the above theorem, we will now show the following result, to the effect
that the must testing preorder coincides with the failure monitoring preorder
from Definition
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Theorem 7 For all strongly convergent, finitely branching p,q € P, p Cust q
- R
iffp i’ q

Proof. Let p,q € P be strongly convergent and finitely branching. By Theorem |6}
it suffices only to prove that

failures(q) C failures(p) iff p CEef ¢.

We show the two implication separately.

To prove the ‘only if” implication, assume that failures(q) C failures(p) and
that rej(m,q) for some failure monitor m. We claim that rej(m, p) also holds.
To see this, observe that, since rej(m, ¢), there are some s € ACT* and some
¢ € P such that m < ¢ = no < ¢. By the unzipping lemma for failure monitors
(Lemma [5{{T)), we have that

—¢= ¢ and
£(ap)--ref
sref(ar) reflas no for some £ > 0 and a; ...a, € ACT* such that ¢’ refuses

a; for each i € {1,...,¢}.

It follows that (s, {a1,...,a¢}) is a failure of ¢ and, by our assumption, also of
p. This means that p = p’ for some p’ that refuses a; for each i € {1,...,¢}.
Using the zipping lemma for failure monitors (Lemma , we conclude that
m<p=no<p and thus rej(m,p), as claimed.

To prove the ‘if” implication, assume that p Eﬁef q. We claim that failures(q)
is included in failures(p). This follows from the observation that rejection moni-
tors can be used to encode the failures of a process. More precisely, consider
a failure pair (s,{ai,...,ar}). We can associate with it a rejection monitor
m(s,{ai,...,ap}) by induction on s thus:

m(e, {a1,...,ar}) =ref(a)..... ref(ag).no and

m(as’,{a1,...,as}) = am(s’, {a1,...,ap}).

By induction on s, it is easy to prove that (s,{a1,...,a¢}) is a failure of some
process p iff rej(m(s,{a1,...,as}),p). We can now complete the proof of the
claim thus:

(s,{a1,...,as}) € failures(q) < rej(m(s, {a1,...,ae}),q)
= rej(m(s,{a1,...,a}),p) (as pC}f' q)
& (s,{a1,...,ae}) € failures(p),

and we are done. O

5 Conclusions

In this celebratory article, we have provided a formal connection between the
theory of testing equivalence, developed by De Nicola and Hennessy during De
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Nicola’s PhD studies in Edinburgh, and the increasingly important field of run-
time verification. The results in this study are not deep, but we hope that they
highlight the pervasive nature of the ideas that underlie the definition of the
testing equivalences from [I5] and will convince our readers that the field of
runtime monitoring owes much to the seminal work by De Nicola and Hennessy.
Some of us were influenced by that work at the start of their careers [56J20]
and are still working on testing-based approaches to the analysis of concurrent
processes after about thirty years.

An interesting avenue for future research is to investigate whether the must-
testing-like preorders over clients studied by Bernardi and Francalanza in [10]
capture some interesting properties of monitors. So far, our work on monitorabil-
ity has used the trace-based notions of verdict equivalence and w-verdict equiv-
alence over monitors—see, for instance, the papers [2J3J4].
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