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Introduction:  Our  objective  was  to determine  whether  and how  a computer  system  could  automati-
cally  generate  helpful  natural  language  nursing  shift  summaries  solely  from  an  electronic  patient  record
system, in  a  neonatal  intensive  care  unit  (NICU).
Methods: A  system  was  developed  which  automatically  generates  partial  NICU  shift  summaries  (for the
respiratory  and  cardiovascular  systems),  using  data-to-text  technology.  It was  evaluated  for  2 months  in
the  NICU  at  the  Royal  Infirmary  of  Edinburgh,  under  supervision.
Results:  In  an  on-ward  evaluation,  a substantial  majority  of  the  summaries  was  found  by  outgoing  and
incoming  nurses  to be  understandable  (90%),  and  a majority  was  found  to  be accurate  (70%),  and  helpful
ata to text
eonatal intensive care
ealth informatics

(59%).  The  evaluation  also served  to identify  some  outstanding  issues,  especially  with  regard  to  extra
content  the  nurses  wanted  to  see in  the computer-generated  summaries.
Conclusions:  It  is  technically  possible  automatically  to  generate  limited  natural  language  NICU  shift  summ-
aries from  an  electronic  patient  record.  However,  it proved  difficult  to handle  electronic  data  that  was
intended  primarily  for  display  to  the  medical  staff, and  considerable  engineering  effort  would  be required
to create  a deployable  system  from  our  proof-of-concept  software.
. Introduction

In the 21st century, increasing volumes of information about
atients are available to medical practitioners, particularly in the

ntensive care unit (ICU), where the data may  consist of both contin-
ously monitored physiological data (e.g. heart rate) and detailed
ecords of interventions and observations. The availability of these
ata raises the expectation that clinical professionals will make best
se of them to improve patient care, avoid errors and keep patients

nformed. If this expectation is to be realised, the recipients must
ot become overwhelmed by the volume of the data; information
ust be presented in a way that can be easily assimilated and that

mphasises what is medically important.
For decision-making in real time it is clearly important that the

ata be presented effectively so that they can be easily understood.
owever appropriate presentation is equally important when a
atient is handed over from one clinician to another. The incom-
Please cite this article in press as: Hunter J, et al. Automatic generation of n
BT-Nurse. Artif Intell Med (2012), http://dx.doi.org/10.1016/j.artmed.2012

ng clinician needs to understand the patient’s history, problems,
esponse to recent interventions, etc. In most cases there is an oral
r written handover between outgoing and incoming clinicians, but
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in practice the outgoing clinician may  forget to mention important
information, or the incoming clinician may  find it difficult to assim-
ilate everything presented to her during a brief exchange. In such
cases the incoming clinician relies on the available data in order to
fill in gaps in her understanding of the patient. However, this data
is likely to be voluminous and heterogeneous, and the process of
identifying important elements and assimilating them into a bigger
picture about the patient becomes non-trivial.

Currently, computer-generated graphs and/or tables are often
used to present large data sets to clinicians. However, some stud-
ies have found that visualisations of medical data do not always
enhance decision-making [1–3]; other studies have shown that
in some circumstances, good-quality textual (in our case, English)
summaries of data can be more effective than visualisations as a
decision-support tool [4,5]. These studies used summaries written
by human experts in a research context, but of course in most cir-
cumstances it is impractical for clinicians themselves to spend time
writing summaries of data for other clinicians.

We have developed a natural language generation (NLG) system,
BT-Nurse [6],  which automatically generated English summaries
atural language nursing shift summaries in neonatal intensive care:
.09.002

from the electronically recorded patient data over a 12 h nurs-
ing shift, for a baby in a neonatal intensive care unit (NICU).
BT-Nurse was part of a larger project, BabyTalk [7,8], which
was concerned with several types of summary texts which were

dx.doi.org/10.1016/j.artmed.2012.09.002
dx.doi.org/10.1016/j.artmed.2012.09.002
http://www.sciencedirect.com/science/journal/09333657
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omputer-generated from NICU data, including texts for parents
nd relatives as well as texts for nurses. The first system to be
eveloped within BabyTalk was BT-45 [7],  an experimental pro-
otype which summarised 45 min  of NICU data (hence the name
T-45) with the intention of supporting decision-making in real
ime by clinical staff. BT-45’s input data included both the con-
inuously monitored physiological data and supplemental discrete
nformation which was collected for the purpose on the ward by a
esearch nurse.

In contrast to BT-45, BT-Nurse summarised 12 h worth of NICU
ata with the intention of supporting shift handover – the han-
over from one nurse to another at the end of the nursing shift.
urthermore, BT-Nurse was intentionally designed to use only data
hat were routinely available in electronic form – no additional data
nput and hence no additional work from the nurses was  required.
n summary, the design and implementation of BT-Nurse sought to
ddress the following principal questions:

. In the light of the volume and heterogeneity of data collected
in the NICU, is it feasible to select and abstract the relevant data
that a nurse would find most helpful?

. Given appropriate selection and abstraction of such data, can this
be automatically summarised in English, using language that is
fluent and easily readable?

. Is the technology underlying such systems robust enough to be
used in real scenarios with previously unseen data, collected on-
ward?

. Is shift summary generation which is based exclusively on elec-
tronic data, perceived as understandable, accurate and helpful
by its target user population?

hese questions were addressed through the design of a proof-
f-concept system that was evaluated on-ward for an extended
eriod, with previously unseen data collected live. Although we
ade extensive use of existing technologies drawn from such fields

s artificial intelligence, intelligent signal processing and natural
anguage generation, we made little attempt to make significant
dvances there. Our hope was rather that a positive reply to our
esearch questions would suggest that these underlying technolo-
ies could be integrated and practically deployed in a complex,
ault-critical scenario to help medical decision-making. Anticipat-
ng the outcomes of the evaluation reported below, our main
nding was that a significant majority of our target users found the
utomatically generated summaries understandable, accurate and
elpful. Furthermore, the technology was robust enough to run on

ive data for an extended period without any serious errors being
oted by a senior supervising clinician. Feedback from our users
lso pointed out some shortcomings, which were primarily due to
he system’s data processing capabilities in the face of noise and/or
nformation gaps.

Before discussing the design and evaluation of BT-Nurse in more
etail, we start by introducing an example. BT-Nurse analysed
hysiological data for patterns and trends, and integrated this with

nformation about observations and interventions extracted from
he electronic patient record. It decided which information was

ost important and generated an English text which presented this
nformation. An extract from a BT-Nurse text is shown in Fig. 1. Fig. 2
hows the corresponding extract from a summary of the same shift
hich was written by an expert nurse, specifically for the purposes

f the BabyTalk project. This shift will be used as a running example
hroughout this paper.

The remainder of the paper is structured as follows. Section 2
Please cite this article in press as: Hunter J, et al. Automatic generation of 
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resents relevant background information. In Section 3 we describe
ow BT-Nurse was designed, implemented and deployed in order
o address questions 1 and 2 above. Section 4 presents the results
f our evaluation of BT-Nurse carried out on the ward with both
 PRESS
n Medicine xxx (2012) xxx– xxx

outgoing and incoming nurses at the shift handover. This evaluation
sought to address our questions 3 and 4. Finally, in Sections 5 and
6 we discuss what we  have learned and draw some conclusions.

2. Related work

2.1. Computerised shift handover

Handover is a complex process, and ineffective handover can
endanger patient safety; see the review by Friesen et al. [9]. There
is no established best practice for handover; most papers on han-
dover are descriptive studies and very few meet medical standards
for evidence-based medicine. In their literature review, Friesen
et al. stated that the following all contribute to handover problems:
failed communication; omitted information; distractions; lack of
(or illegible) documentation; lack of utilisation of transfer forms;
and lack of easy accessibility to information.

Partly because of the above, there has been an increasing interest
in handover systems where part of the handover report is auto-
matically generated by a computer system from the patient record.
These systems are based on populating forms and templates using
data extracted from an electronic patient record – they do not use
NLG technology to summarise the data in the patient record. Menke
et al. [10] found that the use of such a system in a paediatric ICU
increased the quality and accuracy of documents; however they did
not report any significant differences in error rates or patient out-
comes. Strople and Ottani [11] made a good case for the desirability
of using computers to at least partially automate the shift handover
process, but did not describe or evaluate an actual system. However,
Staggers et al. [12] found that the computerised patient summary
report and the electronic health record were minimally used dur-
ing the handover and that the existing patient summary reports did
not provide adequate cognitive support for nurses. They found that
patient summary reports were incomplete, rigid and did not offer
“at a glance” information, or help nurses encode information.

Although the beneficial role of automation in clinical settings
has been acknowledged, Goddard et al. [13] pointed to some
evidence that excessive reliance on automation introduces the
risk of “automation bias”, that is, a tendency to ignore possible
errors introduced, for example, by clinical decision-support sys-
tems (CDSS). They noted that this is a relatively under-researched
topic; however their review suggested that the role of CDSS should
be viewed as complementing, rather than replacing, expert clinical
judgment. This was the position taken in the design of BT-Nurse,
where the generated summaries were intended to facilitate rather
than replace the other modes of communication used in nurse shift
handover.

2.2. Data-to-text

BT-Nurse is an example of a data-to-text system – a computer
program which automatically generates summaries of data sets
in English or another natural language [14,15].  Data-to-text sys-
tems use signal analysis, artificial intelligence and NLG techniques.
They identify and summarise patterns in the data, determine which
information is most useful and relevant to the user, and create a
natural language text which presents this information in a read-
able and understandable form. Data-to-text systems can generate
very high quality output; indeed in some cases readers prefer texts
produced by a data-to-text system over texts written by a person
[16].
natural language nursing shift summaries in neonatal intensive care:
.09.002

Data-to-text systems have been developed in many areas,
including weather forecasting [16–20],  communicating financial
and statistical information [21–23],  and engineering [24]. Most
previous data-to-text systems generated summaries of relatively

dx.doi.org/10.1016/j.artmed.2012.09.002
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… 

The baby was  bo rn at 24 wee ks weighing  460 g.  He is 2 da ys old, with co rrec ted ges tationa l 
age of 24  wee ks and 2 days,  and in an intensive car e nurse ry. 

… 

Res pirat ory Sup port 
Curr ent Status 

Curren tly, the  baby is on CMV in 27  % O2.  Vent  RR is 55  brea ths pe r minu te. Press ures  are 
20/4 cms H2O. Tida l volume is 1.5. 

SaO2 is variab le within the  acceptab le range an d t here ha ve been  so me desa turations . 

The m ost recent  blood gas was t aken  at aroun d 07 :45 . Parameters are acceptab le. pH is 7.3. 
CO2 is 5.72  kPa. BE  is -4.6 mm ol/L.  The  last  ET suc tion  was  done  at ab out  05:15 . 

Events During  the Shift 

A blood gas  was t aken at  around 19:45 . Parameters were acce ptab le. pH was  7.18.  CO2 was 
7.71  kPa. BE  was  -4.8 mmol/L. 

Ano the r ABG was t aken at  around 23:00 . Blood gas  pa rameters had  deteriorated t o resp iratory 
acidosis by around  23:00.  pH was  7.18. CO2 had rise n t o 9.27 kPa by around  23 :00. BE  was  -
4.8 mm ol/L. 

The baby was  intubated  at  00:15  an d was  on  CMV.  Ven t RR  was  50  brea ths  pe r m inute. 
Pressures were 20 /4 cms H2O.  FiO2 was  29  %.  Tida l volume was  1.5. He was  given m orph ine 
and su xamethonium.  MAP was  raised from 6 cms H2O t o 8 cms H2O. 

Between 00 :30  and 03:15,  SaO2 inc reased from 88  % to 97  %. 

Ano the r ABG was t aken at  around 00:45 . pH was  7.18. CO2 dropped  to 7.95  kPa. BE  was  -4.8 
mmol/L. 

Ano the r bloo d gas  was  taken at about 06 :15 . Blood  gas  parameters ha d deteriorated  to 
respiratory ac idosis by about  06:15 . pH was  7.18. CO2 was  8.4 kPa. BE  was  -4.8 m mol/L. 

Potential  Prob lems 

• Purulent se cretion s du ring sh ift suggest risk of  infec tion . 

Cardiovasc ular 
… 
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Fig. 1. Extract from

mall amounts of homogenous data. In contrast, the clinical record
hich was the input to BT-Nurse is both large and heterogeneous,

ontaining a mixture of regularly sampled numeric time-series
ensor data, laboratory results recorded at irregular intervals, and
iverse information entered by doctors and nurses. Handling large
eterogeneous data sets is a challenge for data-to-text systems,
specially in data analysis and summarisation, and in document
lanning.

A number of medical informatics systems have been devel-
ped which use NLG technology; see the review by Hueske-Kraus
25]. Most of these are not data-to-text systems in the sense
f automatically generating linguistic summaries of large clinical
ata sets; instead they focus on generating patient informa-
ion material (often to support behaviour change) [26], helping
linicians write routine documents [27], summarising medical lit-
rature [28], and generating explanations for recommendations
29].

Two medical systems which summarised information extracted
rom an electronic patient record were MAGIC [30] and Narra-
ive Engine [31]. MAGIC generated very short summaries of data,
hich were intended to support post-operative care immediately
Please cite this article in press as: Hunter J, et al. Automatic generation of n
BT-Nurse. Artif Intell Med (2012), http://dx.doi.org/10.1016/j.artmed.2012

fter surgery (coronary arterial bypass graft); these summaries did
ot include time-series sensor data. Narrative Engine was  a com-
ercial product which generated summaries of a doctor/patient

ncounter, in part for legal reasons (i.e. to reduce the likelihood of
-Nurse summary.

malpractice lawsuits). Since Narrative Engine was a commercial
product, its details have not been described in the open literature,
but again its summaries do not seem to have included time-series
sensor data. Furthermore, Suominen and Salakoski [32] described
an approach to extracting textual segments from longer free-text
documents, where the selected segments were relevant to a specific
topic (e.g. pain).

In short, we are not aware of any previous medical data-to-
text system which was  as ambitious as BT-Nurse (and the other
BabyTalk systems described below) in the amount and diversity of
data summarised.

2.3. BabyTalk project

The BabyTalk project [7,8] developed a set of data-to-text sys-
tems which summarised clinical data from the electronic patient
record used in a NICU. Summaries were aimed at a variety of users
and purposes. All systems had a similar architecture. In addition to
BT-Nurse, the main BabyTalk systems were:
atural language nursing shift summaries in neonatal intensive care:
.09.002

• BT-45 generated summaries of clinical data over a relatively short
period, roughly 45 min, to support decision making by doctors
and nurses. BT-45 summaries were typically about half a page

dx.doi.org/10.1016/j.artmed.2012.09.002
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… 
Baby is 24  weeks gestation,  weighs  46 0 grams,  and  is now  48  hou rs old. 
… 

Res piratory suppo rt needed du e to immaturity

CURRENT MANAGEMENT /  ASSE SSMENT:   

•  CMV rate 55,  press ures  20 /4, in 27 % oxy gen , giving t ida l volumes  of  1.5 m l (3.3 m l/kg).  
Very recent AB G good: pH 7.31 , CO2 5.72.  He rece ived m orph ine  prior to intuba tion  at
00:30 ; no  spontaneous respiratory eff ort no ted sinc e be ing  re-ven til ated .  Desa turates 
during  ca res an d su ction  bu t recovers aft erwards ; otherwise  SpO2 has  be en fairly 
stab le.  La rge ETT secretions, mucopurulen t and  blood  stained . 

EVENTS DUR ING THIS SHIFT:   
•  Whil e on BiPAP,  oxy gen  requirement  increased  to 50 % by 23 :00 
• AB G at 23:10  showed  CO2 inc reased from 7.7 to 9.27  in three hou rs 
•  Elec tively re-intubated at 00 :30 t o CMV rate 50,  pressu res 18/4 in 30% oxygen :  

o  Difficu lt intub ation ; size 2 ETT   
o  Was given m orph ine  an d su xamethon ium 

•  On ven til ation , oxy gen  requiremen t red uced  to 30% an d AB G initially improved 
• AB Gs worsened; ETT suction  yielded large amount se cretion s;  ABG still  not  improving 
•  CMV inc reased t o pressures  20/4 an d rate 55. 

POTENTIAL PROBLEMS and  PLAN of CARE:   
•  Kno wn t o ha ve large amount  of  secretions   – 

o  Small  ETT  could become blocked  or dislodged    
o  assess need for suction  regularly  
o  check tha t ETT is secure 

•  Risk of chest infection  related  to be ing ven til ated; also  due t o extreme prematurity and 
PROM he  is at risk of ureaplas ma infection  – dail y ETT se cretion s samples  shou ld be 
sent for C&S  and ureap las ma. 

Cardiovasc ular instability du e to immaturity
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The system also automatically acquires data when available from
laboratory analysers and on-ward blood gas analysers. The NICU is
Fig. 2. Extract from a summary written by an

long [7]; this system was always intended to be an experimental
prototype;
BT-Family generated summaries of 24 h of clinical data, to inform
parents of the status of their baby. These summaries were typi-
cally about one page long [33].

n additional system, BT-Clan [34], was designed to generate
ummaries for friends and families (the ‘clan’). One reason that
T-Clan was not implemented was that clan members were very

nterested in the status of the parents as well as the babies, and
arent status information was not available in the NICU patient
ecord.

BT-45 was developed first. It was evaluated using a controlled
xperiment [5],  where doctors and nurses were shown clini-
al information in three presentations (computer-generated text,
anually written text, and visualisation), and asked to make a

reatment decision; this was done off-ward, using historical data
rom babies who had been in the NICU several years previously.
ecision quality was best when doctors and nurses saw the manu-
lly written texts; there was no significant difference in decision
uality based on computer-generated texts and visualisations.
nalysis of mistaken decisions and comments by doctors and
urses who participated in the experiments highlighted that the
omputer-generated texts needed to be better narratives [7];  this
nfluenced the design of BT-Nurse.
Please cite this article in press as: Hunter J, et al. Automatic generation of 
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BT-Family was developed after BT-Nurse, and will be evaluated
n the NICU in 2012. It benefitted from lessons learnt in BT-Nurse
Section 4); in particular, far more time was allocated to debugging
nd testing the system in the NICU.
t nurse for the same underlying data as Fig. 1.

3. Materials and methods

3.1. The NICU

The NICU provides an environment where pre-term neonates
can be cared for while their physiological systems mature, and
where sick full-term babies can be treated. As with all ICUs, patients
are intensively monitored and nursed, often on a one-to-one basis.
The NICU at the Simpson Centre for Reproductive Health at the
Edinburgh Royal Infirmary uses the Badger system developed by
Clevermed1® to manage and display patient data. This system
acquires and records several channels of continuous physiologi-
cal data from the cot-side monitor once per second, for example
heart rate (HR), oxygen saturation (SaO2), temperatures (T), and
blood pressure (meanBP). These data are presented graphically
on a computer located beside each cot. Clinical staff can also
use this computer to enter and view additional, discrete items of
information, including hourly physiological measurements, drugs
and fluids administered, equipment settings, care and treatment
actions taken, visual observations, and so on. Most of the data
collected are pre-formatted (e.g. using drop-down menus) but free-
text entry is also available. The latter is often used when nurses
need to comment about a patient’s general well-being, as well as a
few other observations which are not available within the menus.
natural language nursing shift summaries in neonatal intensive care:
.09.002

paperless – all relevant data is electronically recorded.

1 http://www.clevermed.com/.

dx.doi.org/10.1016/j.artmed.2012.09.002
http://www.clevermed.com/
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07:59   Nurse  Shift  Sum mary 
  … 

Res piratory 
•  Respiratory support CMV
• In spired o xygen    27.00%
•  Oxygen range  %    From:27 To:50
•  Oxygen satu ration range   From:89 To:94
•  Respiratory note s     reint uba ted  00. 20h rs si ze  2 tu be at  5.5 cm at li ps e/t  suction

x 1  large  mucopurulent  blood stained  secret ion s.  p oor ga ses 
press ures and rate  increa sed 

Cardiovasc ular 
… 
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Fig. 3. Extract from the Badger Nurse Shift Su

For those observations that are acquired automatically, the time
f observation is the same as the time the data is entered. However
or the data entered by a user, the Badger system does not ask for the
ime that a particular action was taken or an observation made (the
vent time). These data items are labelled only with the time when
hey are entered by the user into the database (the transaction time),
hich can occur after some unknown delay relative to the event

ime. This gave rise to problems which will be discussed later.
One particular display provided by Badger is the Nurse Shift

ummary which consists of a number of pre-defined data items
including free text entries) collated from all the records entered
uring a shift. An extract from the Nurse Shift Summary generated
y Badger for the shift described in Figs. 1 and 2 is shown in Fig. 3.
he Respiratory notes field here consists of free-text written by the
utgoing nurse.

Each nurse in the Simpson NICU cares for one or two  babies
uring a 12 h shift (normally from 08:00 to 20:00 and from 20:00
o 08:00 the following day). At the end of the shift, the handover
etween nurses takes place on a one-to-one basis at the cot-side.
he outgoing nurse will give an oral handover, after which the
ncoming nurse can look at the Badger Nurse Shift Summary and/or
he detailed data display. The outgoing nurse does not write her
wn summary, although she may  have completed one or more free
ext fields which will be included in the Badger summary.

.2. BT-Nurse system architecture

BT-Nurse was constructed around a standard data-to-text
pipeline’ architecture [14,15] where information is2 processed
equentially by the different modules, as shown in Fig. 4; the mod-
les are activated in the following order:

data translation;
signal analysis;
data pre-processing;
data interpretation;
document planning;
microplanning and realisation.

.2.1. Ontology
The modules communicate via a domain ontology which defines
Please cite this article in press as: Hunter J, et al. Automatic generation of n
BT-Nurse. Artif Intell Med (2012), http://dx.doi.org/10.1016/j.artmed.2012

 standardised terminology; all modules create, inspect, and modify
nstances in the ontology. We  explored the use of a modified ver-
ion of the UMLS ontology [35] but this proved a poor match to our
eeds, in particular because we needed to describe observations

2 Although no longer running on the ward, BT-Nurse is still a ‘live’ system and will
e  described in the present tense.
ry for the nursing shift summarised in Fig. 1.

and actions at a much finer level of detail than was available. We
therefore created our own ontology from scratch, which could be
integrated with UMLS should the need arise. The BT-Nurse ontol-
ogy was implemented in Protégé-OWL [36] and contains over 1000
classes. It consists of the following classes and immediate sub-
classes. The number after each class shows the number of enclosed
sub-classes; examples of further sub-classes are also provided.

• Entity (373)
◦ Anatomical abnormality (91); cardiac, chromosome, gastroin-

testinal, etc.
◦ Body system (5): cardiovascular, respiratory, central nervous,

gastrointestinal, thermoregulatory.
◦  Data channel (96): heart rate, inspired O2, etc.
◦ Instrument (37): arterial line, ET tube, etc.
◦ Substance (124): drug, nutrition, etc.
◦ Person (20): doctor, nurse, parent, etc.

• Event (650)
◦ Action (100): intubation, drug administration, etc.
◦ Observation (238): O2 saturation reading from the monitor, lab

result, etc.
◦ Phenomenon or process (299): haemetological disorder, infec-

tion, etc.
◦ Naturally occurring event (13): delivery, death, etc.

• Relation (6 – all sub-classes are given)
◦ Association – the weakest type of link where one event is associ-

ated in some way with another but the nature of the association
is not known or is not important.
◦ Contains – a lower level event occurs during a higher level

event with which it is associated in some way.
◦ Precedes – one event occurs before another.

◦ Causes – one event is known physiologically to cause
another.

◦ Enables – an action is taken so that another action can
follow.

◦ Triggers – an action is taken in response to an event.

Entities are considered to be objects which do not change over time.
Events, on the other hand, are temporal objects with a duration
(which may  be zero) – they can therefore be considered more pre-
cisely as intervals [37]. Because (as discussed earlier) the exact start
and end times of an event may  not be known with certainty, we
chose to model this uncertainty by defining the temporal properties
of an event by its:
atural language nursing shift summaries in neonatal intensive care:
.09.002

• earliest and latest start times (EST and LST)
• earliest and latest end times (EET and LET)
• minimum and maximum durations (MinD and MaxD)

dx.doi.org/10.1016/j.artmed.2012.09.002
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acceptance interval and repairs some transient artifacts. AR
coefficients were learnt using the biosig toolbox,3 using a sepa-
rate NICU dataset where artifacts had been marked up (courtesy of
Fig. 4. BT-Nurse architecture: the numbers 

here EST is the time before which it is impossible for the event to
ave started, and so on. For example, we can specify that an intu-
ation (the insertion of a breathing tube down the baby’s throat)
tarted at precisely 00:15 (EST = LST = 00:15), or that it started at
ometime between 00:00 (EST) and 00:30 (LST). This representa-
ion is deliberately identical to that used in the Asbru syntax for
epresenting clinical guidelines [38].

Relations are first-class objects which link two  events as set out
bove; see Section 3.2.6 for examples.

.2.2. Data translation
The BT-Nurse ontology was, in part, designed to enhance the

ortability of the BT-Nurse system. The purpose of the data trans-
ation module is to read in discrete data from the Badger system,
nd store this information in the ontology. Apart from the obvi-
us conversion from entries in a relational database to instances
n the ontology, and the translation of names, a certain amount of
estructuring is done during this process. For example, Badger uses

 single database record to hold information about both an intu-
ation and subsequent extubation (the removal of the tube); the
T-Nurse data translation system splits this record into two  and
reates separate INTUBATION and EXTUBATION event instances in
he ontology. Although most of the translation uses a generalised
pproach, there are three instances – namely ward/cot locations,
rugs, and diagnoses – that require special treatment. In the case
f the latter two, this arises because an additional translation from
nternal Badger numerical codes is required.

The data translation system also does a very limited amount of
ree-text information extraction, since some of the information that
T-Nurse needs only occurs in free text comments. This is mainly
sed for obtaining details of medication. Text is extracted from
pecific fields in the database which contain nurses’ comments
n medication. The text is scanned for any tokens that match the
ames of drugs in the ontology, where partial matches are toler-
ted within a low edit distance threshold. If the name of a drug
s found, the text surrounding the name is further scanned for

atches to pre-defined patterns corresponding to drug administra-
ion route (e.g. oral), amount (numbers), unit (e.g. mg), action (e.g.
tart, raise) and type (loading or maintenance dose). The heuristic
sed here is simply that, given a mention of a drug in the text, the
earest matches containing this additional information must per-
Please cite this article in press as: Hunter J, et al. Automatic generation of 
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ain to this drug, unless they are closer to the mention of another
rug in the same text. Clearly, these heuristics are far from fully-
edged natural language understanding; indeed, they are limited to
nown instances of drugs. However, informal evaluation suggested
FINAL TEX T

o the modules show the order of activation.

that these heuristics are fairly robust; this is because most text
comments in this section of the database usually report one drug
administration event and the language used is highly restricted.

Although we  believe that we  have constructed an ontology
which is independent of the detailed structure and coding of the
input data, we have only interfaced it to the one dataset (from Bad-
ger)  and this independence has still to be demonstrated in practice,
by constructing data translation modules for other datasets.

Another form of data translation is the conversion of the contin-
uous, rapidly sampled data (e.g. heart rate) from the monitor into
an internal canonical form. This canonical form is derived from ear-
lier work on signal analysis where it was used with signals from a
variety of sources (e.g. gas turbine).

3.2.3. Signal analysis
There are typically several hundred KB of continuous physiolog-

ical data over a 12-h shift, the exact amount depending on which
sensors are deployed on a particular patient. Fig. 5 presents the
physiological data corresponding to the summaries in Figs. 1–3.
The job of the signal analysis module is to extract a small number
(tens or hundreds) of events from this large data set.

For each sensor, six ranges of values are defined:

• normal;
• high, low – unusually high or low but physiologically plausible;
• very high, very low – unusual and of definite medical concern;
• impossible – probably arising from noise in the signal.

The boundaries of the normal range are derived from the distribu-
tions of the historical data from several hundred babies, categorised
by gestation and age. The boundaries of the other regions were
defined by our experts.

Signal analysis first detects and removes values which are
impossible – for example, zero readings from a sensor (which may
arise, for example, because a nurse removed it in order to provide
care).

Further artifact removal is carried out by autoregressive (AR)
modelling. This flags all values outside a dynamically updated
natural language nursing shift summaries in neonatal intensive care:
.09.002

J. Quinn [39]).

3 http://biosig.sourceforge.net/.

dx.doi.org/10.1016/j.artmed.2012.09.002
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Fig. 5. Example physiologic

The module now looks for specific patterns of interest in the
ICU context, such as bradycardias and desaturations. After a
omparison of different techniques [40] we implemented a thresh-
lding method to detect such events, together with an estimate of
he baseline using a median filter (window size = 15 s) to find the
tart and end times. BT-Nurse also computes the number of brady-
ardias and of desaturations, categorising these as none, few, some
r many. It also looks at whether desaturations and bradycardias
ccur at the same time.

Having worked with short time scale events, the module now
stablishes the longer term characteristics of the signal. To avoid
etting bogged down in too much detail, a second median filter is
pplied with a much larger window size (5 min).

First a bottom-up segmentation [41] is carried out to create a
iecewise linear approximation to the signal. The algorithm works
y first constructing a very detailed linear approximation to the
ata, and then repeatedly merging similar adjacent linear seg-
ents until there are no adjacent segments which are similar

nough to be merged. To adapt the segmentation to the dynamic
f the signals, the tolerance error thresholds are based on the vari-
nce of the (median-filtered) data; this variance is multiplied by
onstants which are determined empirically. The individual seg-
ents become event instances in the ontology.
Finally, the data for the entire shift is analysed and categorised

or each sensor in a number of ways. If at least 75% of the values
all in one of the pre-specified ranges for that sensor (normal, high,
ow, etc.) then the values for that sensor for the shift are labelled

ith that range. The highest and lowest values for the sensor are
efined as the 95% and 5% centiles of the distribution of values over
he shift. The signal is judged to be stable if (highest − lowest)  is less
han 20% of the range defined by high + normal + low.

.2.4. Importance of events
BT-Nurse needs to determine the importance of events; this

nformation is used in later stages to determine whether an event
hould be mentioned in the generated text. For events which are
xtracted from the signals, the importance is computed in a number
f ways.

For bradycardia and desaturation events, the importance is
elated to duration and depth. The importance of the event
s also weighted differentially according to the values reached
Please cite this article in press as: Hunter J, et al. Automatic generation of n
BT-Nurse. Artif Intell Med (2012), http://dx.doi.org/10.1016/j.artmed.2012

i.e. if a value is within a range that warrants serious con-
ern, the event has a higher weight). The greater the number
f bradycardias and/or desaturations, the higher is the impor-
ance.
a sampled once per second.

For a flat (zero gradient) segment, the importance is related to
the range into which its value falls – very high and very low being
the most important. For a segment with a positive or negative gra-
dient, the importance is an empirical function of the magnitude of
its slope and of its duration. Thus a very steep (but short) segment
is important, as is a gradual rise which occurs over a long period of
time.

The description of a signal over the entire shift is always judged
to be important.

The derivation of the importance of other events will be
described in Section 3.2.6.

3.2.5. Data pre-processing
Before any knowledge-based inferencing or summarisation can

start, we need to have as accurate and consistent a picture of what
has happened to the baby during the shift as possible. We  decided
that we  would represent this as a set of states which exist over a
period of time (possibly with uncertainty as to the end-points). So,
for example, we would want to know that the baby was intubated
from time t1 to time t2 (this refers to the baby’s being in the state
of being intubated, rather than to the event of actually performing
the intubation that brings about this state). This would then allow
us to determine, for example, if two  states overlapped.

However this is not the way  in which the data is presented to
us. Often the style of data entry is configured to fit in with current
clinical practice. One example of this is that if the baby is intu-
bated at delivery, this fact may  be entered into the database twice;
BT-Nurse has to recognise this occurrence and delete one of the
entries. Another example is the creation of long-term states from
point records. For example, Badger (in its hourly observations table)
records the drugs a baby is receiving at particular points in time, but
it usually does not record exactly when drug administration starts
or stops. BT-Nurse merges these observations into a single state.
For instance, if morphine is being administered at 10:00, 11:00,
12:00 but not 09:00 and 13:00, then BT-Nurse creates a DRUG-
ADMINISTRATION state for morphine whose start time is between
09:00 and 10:00, and whose end time is between 12:00 and 13:00.

As we  have said, it is inevitable with patient data entry in the real
world, that there are errors of various types. Some are simple to cor-
rect, for example if the user has used the wrong units and entered a
value which is 100 or 1000 times too high. Some are impossible to
atural language nursing shift summaries in neonatal intensive care:
.09.002

detect, for example the entry of a numeric value which is incorrect,
but nevertheless plausible. There are some cases which we  can try
to correct. For example, the nurse may  have forgotten to enter an
extubation. However the ventilator mode is recorded hourly and

dx.doi.org/10.1016/j.artmed.2012.09.002
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e may  observe a transition from CMV, a mode in which the baby
s ventilated, to CPAP, a mode in which he is not.  It can therefore be
nferred that the ‘intubated’ state terminated somewhere between
hese two data points (since intubation is always associated with
entilation).

As well as representing states it is often important for clinicians
o be made aware of the changes between states. It is computa-
ionally convenient at this point to generate states corresponding
o these changes (i.e. states of change). This means that subsequent

odules can test for change directly without having to discover
hanges every time they are required.

.2.6. Data interpretation
Data interpretation uses medical knowledge to enhance the

nformation recorded in the ontology, in several ways. This knowl-
dge is encoded in a set of if . . . then . . . rules executed by a forward
haining inference engine which makes a single pass through the
ata. We  initially used an existing forward chaining rule system
42], but this was discarded in favour of our own rule syntax and
nterpreter which provided (i) closer integration with the instances
n the ontology and (ii) a more explicit representation of temporal
elationships. These rules provide four main functions:

Abstraction. This groups a number of (normally) simultaneous
vents into a single, higher level event. At present this is only used to
nfer respiratory state (alkalosis, acidosis, etc.) from simultaneous
eadings of pH, base excess, and CO2 (all obtained from the on-ward
lood gas analyser). In our running example the respiratory acidosis
ule:

IF pH is low or very low
AND base excess is normal
AND CO2 is high or very high
THEN the baby has respiratory acidosis

red at 23:09 and 06:15.
Importance.  Recall that importance estimates the medical sig-

ificance of an event, and is used when determining whether the
vent should be mentioned in the text. For example, an endotra-
heal (ET) suction is a fairly routine event. However if the suction
ields blood-stained secretions then its importance is increased
onsiderably.

Relations between events.  The types of relation of interest are:
ssociation,  contains, precedes, causes,  enables, triggers – see Section
.2.1 for definitions. Relations between events are very important
or generating high-quality texts. Very often a rule does not require
he events to be simultaneous, but imposes some temporal con-
traint between them (usually proximity and/or order) if the link is
o be established. Examples of the kind of knowledge expressed in
hese rules are:

If any drug is administered close to an intubation, the process of
intubation is considered to ‘contain’ the administration.
The administration of caffeine before an extubation is associated
with that extubation.
The administration of surfactant (a drug) can cause bradycardia
and/or desaturation.
The administration of surfactant is (hopefully) associated with a
decrease of FiO2 (percentage of inspired oxygen) in the long term.
An intubation can cause step changes to any channel associated
with ventilation.
A significant increase in FiO2 may  trigger an intubation.

n our running example, the administration of morphine and sux-
methonium at 00:15 is linked to the intubation at the same time.
Please cite this article in press as: Hunter J, et al. Automatic generation of 
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Potential problems. These rules are the nearest that BT-Nurse
omes to giving advice, in that they point out where the current
tate of the baby might give rise to future concerns/actions. For
xample:
 PRESS
n Medicine xxx (2012) xxx– xxx

• If the baby is intubated and an ET suction has produced large
amounts of sectretions, then there is the possibility of the ET tube
becoming blocked.

• If the last intubation was  not followed by a blood gas sample then
one should be taken.

In our running example, the ET suction at 05:28 yielded purulent
secretions which gives rise to an increased risk of infection.

3.2.7. Document planning
Document planning determines the content and structure of the

generated text using a mixture of techniques. For some sections of
the text, such as Current Status (see Fig. 1), schemas [43] are used;
these are essentially fixed structures populated by relevant events.
For example, the first paragraph of Current Status always gives the
ventilation state of the baby at the time of handover; the document
planner pulls this information out of the ontology and inserts it into
the document plan.

For other sections, especially Events During the Shift, document
planning is more dynamic. The key challenges are deciding which
events to include in the text (which can only mention 100 events at
most, out of the thousands produced by the above processes), and
how the reports of events should be ordered. We  decided to base
selection on a key event algorithm [44]. Basically the document
planner identifies a small number of key events during the shift
and generates a paragraph around each of these key events; these
paragraphs typically describe related events (as determined by the
data interpretation module) as well as the main event itself. This
empirically worked better than the alternative of simply selecting
the 100 most important events. Ordering can in principle be done
in many ways, including by body system, by time, by importance,
and by relationships. It was  decided to first order sections by body
system (e.g. respiratory), and then order key events by time (not
importance). Within a paragraph, ordering is based on relationships
between the key event and other messages. Thus, within a specific
section related to a body system, paragraphs are headed by key
events which are consecutive; temporal shifting can however occur
within paragraphs.

For example, Fig. 6 shows the document plan for the underlined
sentences in the following paragraph from the Events During the
Shift section of our example:

The baby was  intubated at 00:15 and was on CMV. Vent RR was
50 breaths per minute. Pressures were 20/4 cms  H2O. FiO2 was
29%. Tidal volume was  1.5. He was  given morphine and
suxamethonium. MAP  was  raised from 6 cms  H2O to 8 cms H2O.

In this case, the document planner identifies the intubation event
as a key event, based on the importance value assigned during data
interpretation. It also finds a number of related events identified by
the data interpretation module; in particular, the intubation caused
a shift to a new ventilation mode (CMV), which included new sett-
ings to several ventilator parameters, including respiratory rate and
several pressure settings. As part of the intubation procedure, the
baby was  given two  drugs, morphine and suxamethonium.

The document planner also performs various narrative optimi-
sations, to address narrative deficiencies which had been identified
in the evaluation of the BT-45 system [7].  In particular, it deals
with the continuity problems which arise when only some trends
in a channel are described; this confuses readers. An example from
BT-45 (italics added) is as follows

There were 3 failed attempts to insert a peripheral venous line at
natural language nursing shift summaries in neonatal intensive care:
.09.002

13:53. TcPO2 suddenly decreased to 8.1.  SaO2 suddenly increased
to 92. TcPO2 suddenly decreased to 9.3.

Users complained that it made no sense for TcPO2 to decrease to
9.3 when the last value mentioned for this parameter was 8.1 (and

dx.doi.org/10.1016/j.artmed.2012.09.002
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Fig. 6. Part o

ecreasing). The problem arose because the document planner did
ot describe the intermediate trend (where TcPO2 went up to 19),
ecause this had a lower importance value.

The BT-Nurse document planner addresses this issue by keep-
ng track (in its discourse model) of the most recent information
ommunicated about each data channel. When it detects a possi-
le continuity problem, it adds an extra after phrase to describe
he behaviour of the channel in the intermediate period. Using this
trategy, the above information would be expressed as follows:

There were 3 failed attempts to insert a peripheral venous line at
13:53. TcPO2 suddenly decreased to 8.1.  SaO2 suddenly increased
to 92. After increasing to 19,  TcPO2 suddenly decreased to 9.3.

s discussed in the evaluation section, this strategy seemed suc-
essful; there were many complaints about continuity issues in the
T-45 evaluation, but none in the BT-Nurse evaluation.

.2.8. Microplanning and realisation
The outcome of document planning is a tree whose nodes are

ntology instances representing events or states and whose edges
re labelled with the type of relation between the events. The
icroplanner traverses this document plan and performs three
ain tasks, namely Content Selection, Aggregation and Temporal

lanning. As a result of these stages, the document plan tree is con-
erted to a set of semantic representations; these are then passed
n to a realisation module which maps them to linguistic structures
nd performs tasks such as constituent ordering and inflectional
orphology. Realisation is carried out using the SimpleNLG engine

45]. Since it is a relatively straightforward process, we  shall not
iscuss it further in this section.

Content Selection uses rules to map  each ontology instance to a
emantic structure depending on its ontological type. In the result-
ng representation, each event or state is mapped to a linguistic
redicate and its relevant properties are mapped to arguments of
hat predicate. The required arguments are specified in the pred-
cate’s lexical entry. For example, the INTUBATION event at the
oot node of the document plan subtree discussed in the previ-
us section has the predicate (verb) intubate, and this requires an
Please cite this article in press as: Hunter J, et al. Automatic generation of n
BT-Nurse. Artif Intell Med (2012), http://dx.doi.org/10.1016/j.artmed.2012

gent (the person/s performing the action) and a patient (in the
eneric, linguistic sense – i.e. the undergoer of an action). The rules
n this case specify that the latter should point to the ontology
nstance representing the baby about whom the summary is being
ument plan.

generated, while the agent is null, since it is always assumed that
the action is being performed by professionals whose precise iden-
tity is usually not specified in the data (and is in any case irrelevant).
Predicate arguments which are themselves ontology instances (e.g.
the baby instance which is the patient of intubate) are subject to a
second content selection stage, in which the microplanner selects
the content for noun phrases. Based on what has been expressed
so far, it is possible that an entity be referred to using a pronoun,
if it was  mentioned previously in a sufficiently salient position in
the discourse to permit the reader to resolve the pronoun [46]. For
example, after the initial mention of the baby in the third paragraph
of the Events during the shift section of Fig. 1, a later mention in the
same paragraph is simply rendered as he.

The second task carried out by the microplanner is Aggregation.
While many NLG systems perform aggregation of syntactic struc-
tures [47], the BT-Nurse microplanner performs it at the semantic
level, using the rhetorical relations that label the document plan
tree edges to determine whether two events should be merged into
one. This is once again performed through a small set of rules which
fire in response to (a) a specific rhetorical relation (e.g. the CAUSE
relation holding between the intubation and the CMV  state in the
document plan tree example); (b) the types of events related. If a
rule’s preconditions are satisfied, the two  events are merged and
will eventually be realised as a single sentence, consisting of two
clauses which are coordinated or subordinated, depending on the
relation. In the present example, coordination using and yields the
sentence: The baby was intubated and was on CMV. Here, simple
coordination is sufficient to express the causal relation, since it is
always clear to a nurse that CMV  ventilation is used immediately
following intubation. In other instances, more explicit connectives
(such as because are used).

Following aggregation, Temporal Planning determines how an
event is to be linguistically located in time. While paragraphs in a
document are temporally ordered by key event, there is no guaran-
tee that the key event which is mentioned first in a paragraph will
be the first one which actually occurred. Thus, allowing a reader to
identify the relative time of events has to rely on linguistic mecha-
nisms, especially tense and temporal modifiers.
atural language nursing shift summaries in neonatal intensive care:
.09.002

Tense is a well-studied topic in formal and computational
semantics [48–50]. Many accounts follow Reichenbach [51] in
viewing it as an anaphoric category, whereby an event has both an
event time (ET) and a reference time (RT). ET is always determined

dx.doi.org/10.1016/j.artmed.2012.09.002
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addresses, telephone numbers and other potentially identifying
information; these too were replaced with placeholders (such as
TEL or ADDRESS). In addition to these anonymisation methods, we
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y the microplanner based on the actual time interval specified
or an event in its corresponding ontology instance. ET is primar-
ly responsible for determining whether an event or state should
e described using the present or the past tense, by comparing it
o the present time (the system’s clock time when it generates the
ummary; this is sometimes referred to as the speech time (ST), in
emantic accounts). Present tense is only used in the Current Sta-
us sections, where a baby’s state at present is described. Here, the
resent is used for states which remain true when the summary is
enerated (i.e. for those states where ET = ST); for all other events,
he tense is always past (since ET < ST).

Even if an event is known to be in the past, the precise tense to
e used (e.g. a simple tense such as was intubated or a perfect tense
uch as had deteriorated) depends on the relationship between ET
nd RT. RT is determined based on two factors: the discourse mode
nd the temporal focus. The microplanner distinguishes between
wo discourse modes [52]. In the Current status section of a sum-

ary, the discourse mode is deictic,  that is, all events and states are
elated to the present time, giving rise to a relatively static descrip-
ion of states of affairs. Thus, for all events and states in this section,
T = ST. By contrast, the Events During the Shift section is intended
o give the reader a more dynamic picture, where events succeed
ach other in time. Here, the RT of an event within a paragraph is
nherited from the previously mentioned event; thus, for any two
vents i and j, where j is mentioned immediately after i, RTj = ETi.
his also helps to determine the tense: if, for event i, RT > ET (so that
his event actually occurs before the previously mentioned event),

 perfect tense is used. An example of this is shown in the second
aragraph of the Events During the Shift section of Fig. 1, where the
econd event is described using a perfect tense (had deteriorated)
ecause it had occurred by the time the previously mentioned event
the ABG) was complete.

The last example also serves to illustrate the notion of tempo-
al focus. Following Moens and Steedman [53], we model events
represented as intervals) in BT-Nurse as consisting of an initial
hase, a nucleus and a final, consequent state. For example, an

nterval during which blood gas parameters deteriorate starts from
n initial phase where they have not yet deteriorated, and ends in
he consequent state where they have. The temporal focus in the

icroplanner, which is determined by the type of event or state,
pecifies which of the three main phases of an interval are relevant.
n the example under discussion, the focus is on the consequent
tate (the point where the parameters have deteriorated). Thus,
he ET of this event is determined to be its end time and the relation
etween ET and RT is determined accordingly.

Apart from tense, temporal planning also involves the selection
f temporal modifiers. Here, the strategy is relatively simple: all
ey events are expressed using an absolute time phrase (such as at
round 19:45), where times are rounded off to the nearest quarter
our if necessary and expressed using around to convey this. Tem-
oral modifiers are sometimes used with consequent states, as in
he case of the blood gas deterioration, where the fact that it is the
nd point of a longer interval that is in focus is conveyed by the use
f modifiers such as by about 06:15.

.3. System development

.3.1. Knowledge acquisition
There were two types of knowledge which had to be acquired:
Please cite this article in press as: Hunter J, et al. Automatic generation of 
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(i) The information to be contained in the summary and its pre-
sentation

ii) The underlying medical knowledge required for data interpre-
tation.
 PRESS
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We  attempted to acquire both types of knowledge through corpus
analysis. Clinical staff involved in the project wrote 32 example
summaries of a shift using historical data; in what follows, we  refer
to this as our corpus.  Its limited size was  primarily due to the consid-
erable amount of time and expertise required to sift through a large
(several megabytes) dataset related to a single shift, to identify the
important elements, and to write a report in English. Furthermore,
the corpus itself was  intended as a set of exemplars to be analysed
manually (rather than, say, subjected to machine-learning or data
mining techniques).

Fig. 2 is an extract from one of these summaries. The cor-
pus authors were asked not to make diagnoses or other complex
inferences, but instead to focus on selecting and summarising key
events, and presenting them in a well-structured English text.

Constructing an artificial corpus was  necessary because nurses
do not habitually write shift summaries of this size. Indeed, our
practical purpose in designing BT-Nurse was  to address the poten-
tial knowledge transfer gaps that current practice might cause. We
analysed the corpus texts to determine what information was  com-
municated, how texts were structured, and what language was
used. One challenge in performing this analysis was that the corpus
texts were very diverse in terms of length, structure, and informa-
tion presented; some diversity is expected in this kind of exercise,
but the diversity in the BT-Nurse corpus was unusually large. We
discussed this with the corpus authors, who explained that there is
no standard for the format or detail that should be contained in a
natural language shift handover document and that the diversity in
the corpus texts reflected the diverse range of patients and illness
severity represented.

The corpus texts were also used as the starting point for
acquiring the underlying medical knowledge (e.g. the definition of
respiratory acidosis). Such an approach is in contrast to structured
sessions with experts of the sort described by Scott et al. [54]. It is
arguable that a more systematic approach would have allowed us
to explore more unusual cases which did not appear in our limited
corpus.

3.3.2. Data acquisition
Although BT-Nurse was  ultimately tested on unseen live patient

data (see Section 4) there was  a clear need for historical data for
development and test purposes. Given that data and developer
were on opposite sides of the hospital security firewall, permission
was sought and granted to export a sample of patient data provided
that it was fully anonymised. All proper names and numbers that
could be used to identify a person (i.e. baby, parent, relative, friend,
nurse, doctor, etc.), organisation (e.g. hospital), identifying number
(e.g. telephone number, hospital ID) or place (e.g. room in hospital,
town, area) were replaced by null or anonymous identifiers. Fields
which contained only a name or number were easy to anonymise
and the field was  set to null.

Fields containing free text were more difficult. A lookup table
(which remained at the hospital) provided a mapping from real
names to anonymised identifiers, which simply allowed us to keep
track of the role of a person (e.g. doctor, nurse) and their seniority.
The anonymisation software scanned free text for full or par-
tial matches to names in the lookup table; the partial matches
(within a pre-set edit distance threshold) accounted for some
of the misspellings of names. Patterns were also used to match
natural language nursing shift summaries in neonatal intensive care:
.09.002

also applied a statistical named entity recogniser, which had been

4 From the open-source LingPipe library: http://alias-i.com/lingpipe/.

dx.doi.org/10.1016/j.artmed.2012.09.002
http://alias-i.com/lingpipe/
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rained on legacy NICU data from another project. This was used
o detect potential named entities which had been missed by our
euristics. Given the limited amount of training data available, the

ikelihood of false positives in the statistical named entity recog-
ition was quite high; thus, all output from the recogniser was
hecked manually by one of the researchers. Once (semi-)automatic
nonymisation was complete, a sample of anonymised free text
as extracted and checked with a senior neonatal nurse, for pos-

ible errors. This process does not absolutely guarantee that all
dentifiers were replaced in free text but it was the best that could
e done given the volume of data.

In addition to anonymising free text and named fields, times-
amps in the database were shifted to a common reference point,
o that all babies in the development database had the common
irth date of 1st January 2004. This shifting improved anonymity,
ut it still allowed us to identify the correct time of day of an
vent recorded in the database, as well as the period that elapsed
etween the patient’s birth and the event itself. Apart from times-
amp fields within the database, dates in free text comments were
imply replaced by a DATE label. Since the time series data recorded
y Badger is stored separately from the main database, dates in the
hysiological data files (including the names of the files) were also
hifted as described above.

.3.3. Data interfacing
BT-45 (our earlier system) and BT-Nurse differed in a number of

espects, especially the period covered – 45 min  vs. 12 h – and pur-
ose of summary – decision-support vs. shift handover. However,
y far the biggest difference as far as development was  concerned
as that BT-45 used discrete data collected by a research nurse
nder controlled experimental conditions, whereas BT-Nurse used
nly that data which was routinely entered and available in the
lectronic record and operated under the (self-imposed) constraint
f not being able to ask any further questions of the user.

The Badger system was clearly designed primarily to facilitate
ata entry and display for human users; the way in which data is
ntered is often configured to fit in with current clinical practice.
adger was not designed to generate what BT-Nurse needed, i.e.

 set of states, with accurate timings, over which specific propo-
itions held (e.g. the baby is intubated, a specific drug is being
dministered).

Thus, establishing the start and end times of states (given that
adger does not ask for event times) was not trivial and we were
ften reduced to setting fairly wide ranges on these times. Abso-
ute times on their own may  not be too important, but if one is
rying to establish the relative times of two events (did event A
ccur before event B or vice versa) and if absolute times are the
nly times available, then accuracy becomes significant.

The problem is compounded by the fact that human data entry
s subject to the common errors of omission (forgetting to enter the
ata) and incorrectness (entering the wrong value). Many of these
rrors are unimportant for human users. The nurse who is closely
nvolved in caring for the baby can usually spot inconsistencies very
uickly. For example, if it has not been recorded that the baby has
een extubated, a quick glance will confirm that extubation has
aken place. However these errors pose considerable problems for

 software system such as BT-Nurse which was wholly dependent
n the recorded data.

Some grounds for optimism here may  come from the increased
nterfacing of external equipment. For example, on our NICU, the
entilator had been interfaced to Badger on an experimental basis;
owever the results were not routinely available.
Please cite this article in press as: Hunter J, et al. Automatic generation of n
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A further difficulty comes from the fact that some of the infor-
ation is entered as free text; this is perfectly acceptable for

ubsequent re-display but complicates the task of information
xtraction.
 PRESS
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Some of the functionality of the data pre-processing module
is generic – for example horizontal interpolation (as defined by
Shahar and Musen [55]), discussed above in relation to drug admin-
istration. However most of the functions implemented in the data
translation and data pre-processing modules had to be designed
to meet local circumstances which will almost certainly vary from
unit to unit.

3.3.4. System deployment
Linking BT-Nurse to the existing Badger system was surpris-

ingly easy thanks to excellent relations with Clevermed (the system
developer). A new tab on the cot-side Badger system was provided
to generate a request to BT-Nurse for a summary (in the form of
a web-page). BT-Nurse, running on its own  experimental server,
interrogated the live database, generated the summary, and deliv-
ered it back to the cot-side for display. Summaries were generated
in less than 1 min, with no noticeable impact on other users of the
Badger system.

4. Results

In general terms, there are three approaches to evaluating data-
to-text systems such as BT-Nurse [56]:

• Compare computer-generated texts to human-written corpus texts
based on the same input data. This is often done using automatic
metrics which compute average n-gram overlap, such as BLEU
[57] or ROUGE [58], or measures which focus on content ele-
ments, such as the Pyramid method in summarisation [59]. Such
methods usually require several examples of ‘gold standard’ ref-
erence texts based on the same input data. An alternative is to
perform a detailed analysis, for example by a discourse analyst;
we have reported the results of such a study elsewhere [60].

• Evaluate the impact of a text on users. Again there are many
variations, ranging from controlled psychological experiments in
artificial contexts [5] to randomised controlled clinical trials [26].

• Ask human experts to rate the quality of texts. Again there are a
variety of techniques, including asking subjects for Likert-scale
ratings of different aspects of individual texts [61], and asking
subjects to compare alternative texts and state which they prefer
[16].

There are several reasons why the first type of evaluation (using
automatic metrics) was not appropriate in the present context.
First, such comparisons usually rely on the existence of a gold
standard corpus to which system-generated texts can be com-
pared. In the present case, such a gold standard was not available.
Although a number of expert texts were used in the course of the
development of BT-Nurse, the resulting corpus was of limited size,
with only one reference text per input dataset; small reference cor-
pora tend to compromise the reliability of automatic metrics. As
noted above, a larger corpus was not feasible, given the enormous
amount of time and effort that it takes an expert to write such
summaries. A more serious problem was  that the task that BT-Nurse
was designed to perform was not one that is routinely carried out by
nurses on the ward; this puts the very existence of a gold standard
into question. Indeed, the rationale behind the collection of our
initial corpus was  to obtain an example set of texts based on histor-
ical data that could serve as a starting point for system design in the
absence of actual examples; however, we had no a priori guarantee
that texts in this corpus would be considered ‘optimal’ by a majority
atural language nursing shift summaries in neonatal intensive care:
.09.002

of users. Finally, recent work on comparative evaluation in NLG has
suggested that evaluation results obtained from automatic metrics
may  have little or no relationship with outcomes obtained using
methods involving human judges or studies measuring impact on

dx.doi.org/10.1016/j.artmed.2012.09.002


ARTICLE IN PRESSG Model

ARTMED-1250; No. of Pages 16

12 J. Hunter et al. / Artificial Intelligence in Medicine xxx (2012) xxx– xxx

Table 1
Nurses’ views of the BT-Nurse summaries (% of trials).

Understandability Accuracy Helpfulness

Agree Neutral Disagree Agree Neutral Disagree Agree Neutral Disagreed

u
N

i
n
s
(

t
g
o
s
s
s
p
a
a

r
n
b
(

4

s
F
i
c
e
d

b
w

•

•
•

T
f

e
f
i
e

•

I

•
•

Incoming 92.4 7.6 0 73.9 

Outgoing 87.7 8.2 4.1 65.8 

Overall 90.3 7.9 1.8 70.3 

sers [56,62];  similar concerns have been raised in other areas of
LP [63,64].

An evaluation of the second type, such as a clinical trial measur-
ng the impact of texts on users, would be highly desirable, but was
ot considered to be feasible in the present context, because sub-
tantial progress would be needed on the issues identified below
such as dealing with imperfect input data).

Based on the above considerations, we opted for a study of the
hird type, in which human experts (nurses) were asked to rate
enerated texts related to patients in their care. We  used a version
f BT-Nurse which was deployed on-ward and generated partial
hift summaries (background information, problems, respiratory
tatus, and cardiovascular status) from data collected during the
hift. Time constraints within the project meant that it was not
ossible to develop the software to the point where it could gener-
te complete shift summaries (which would, as a minimum, have
lso included sections on thermal control and fluids/feeds).

The main BT-Nurse evaluation was done by asking nurses to
ate BT-Nurse texts for understandability, accuracy, and helpful-
ess. Since this was done on-ward, nurses saw BT-Nurse texts for
abies they were currently looking after. This meant that the test
evaluation) data was also different from the training data.

.1. Methodology

About 1 h before the end of a selected shift, our researcher (her-
elf a highly experienced neonatal nurse) requested a summary.
or ethical reasons, the researcher had the ability to delete any
naccurate content in the BT-Nurse text which might potentially
onfuse the nurse and adversely impact her care of the baby. How-
ver in practice during the evaluation, the researcher made no such
eletions.

After reading the summary, the outgoing nurse in charge of the
aby was asked to indicate agreement, disagreement or neutrality
ith respect to the following three questions:

“The BT-Nurse summary was easy to understand” [understand-
ability]
“The BT-Nurse summary is accurate” [accuracy]
“The BT-Nurse summary would help me  write a shift summary”
[helpfulness]

he nurse and the researcher were then invited separately to enter
ree text comments on any aspect of the summary.

Summaries for the incoming nurses were generated after the
nd of the shift and the incoming nurse was given enough time
or the normal handover before being shown the summary. The
ncoming nurses were asked the same questions as the outgoing,
xcept that the final question was:

“The BT-Nurse summary would help me  in care planning” [help-
fulness]
Please cite this article in press as: Hunter J, et al. Automatic generation of 
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n addition the incoming nurse was asked to record if she had:

had an oral handover;
looked at the Badger charts;
23.9 2.2 56.5 35.9 7.6
24.7 9.6 61.6 30.1 8.2
24.2 5.5 58.8 33.3 7.9

• looked at the Badger Nurse Shift Summary.

Again, the nurse and the researcher were invited separately to enter
free text comments on any aspect of the summary. Note that the
incoming nurse had access to sufficient information to enable her
to form some opinion as to the accuracy and helpfulness of the
summaries.

In short, BT-Nurse was evaluated by nurses who  read summaries
about real babies under their care, while they were on the hospital
ward, and in the context of a real task (shift handover) which they
needed to do.

The evaluation was  conducted over a 2-month period, after an
initial 1-month pilot phase. If we define a ‘trial’ as the evaluation
by one nurse of the summary for one shift, we conducted 165 trials
– 73 with outgoing and 92 with incoming nurses. A total of 148
summaries were generated for 31 individual babies. In 131 cases a
summary was seen by only one nurse (outgoing or incoming); in
the remaining 17 the summary was seen by both nurses. On aver-
age, each baby was seen by 2.3 nurses (maximum 6). Of a nursing
staff complement of 93, 54 different nurses participated. On aver-
age each nurse saw 4 different babies; only 4 nurses saw more than
8 different babies.

4.2. Information sources consulted by outgoing nurses

Of the 92 incoming nurse trials, only one nurse reported not
receiving an oral handover from the outgoing nurse. In 84 of the
trials (91%) the nurse reported looking at the on-line Badger charts,
but in only 54 (59%) did she report reading the Badger Nurse Shift
Summary. We  could interpret this last figure (which is quite low) in
one of two ways. Perhaps the nurses do not like reading summaries
of any kind – in which case it might be difficult to get them to read
automatically generated ones. Alternatively, they might find the
existing Badger summaries somewhat uninformative – in which
case a better presented summary might be consulted more often.

4.3. Responses to questions

The detailed results for the questions relating to understand-
ability, accuracy and helpfulness are given in Table 1 where the
averages are over trials. We also averaged the responses over indi-
vidual nurses before performing statistical tests. The results are
similar.

As Table 1 shows, the majority response was  positive for
all three questions that the nurses were asked. We  compared
response frequencies for each of the categories in each of the
three questions, using a �2 goodness of fit test. Overall, there were
significant differences between the number of positive, negative
and neutral responses for all three statements: understandability
(�2 = 241.89; p < 0.001); accuracy (�2 = 110.22; p < 0.001); and help-
fulness (�2 = 64.15; p < 0.001). This suggests that the majority of
positive responses we observe on all three questions is statistically
reliable.
natural language nursing shift summaries in neonatal intensive care:
.09.002

The response frequencies in Table 1 suggested that there may
be differences between incoming and outgoing nurses in the like-
lihood of certain responses. For example, with the exception of
the helpfulness question, there seems to be a greater tendency to

dx.doi.org/10.1016/j.artmed.2012.09.002
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Table  2
Percentage of positive responses to questions as a function of summary length.

Length N Understandability Accuracy Helpfulness

60–110 44 93.2% (41) 77.3% (34) 63.6% (28)
111–160 54 88.9% (48) 68.5% (37) 61.1% (33)
161–210 32 93.8% (30) 78.1% (25) 56.3% (18)
211–260 20 85% (17) 55% (11) 55% (11)
261–310 12 100% (12) 66.7% (8) 50% (6)
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Table 3
Dimensions and categories used in the annotation of segments, with mean pairwise
agreement and frequencies.

Dimension Mean pairwise
agreement

Categories Frequency

Overall 0.83 Positive 89% (31)
Negative 11% (4)

Content 0.73 Missing-content 59% (109)
Wrong 25% (46)
Unnecessary 11% (20)
General 4% (7)
Good 3 (2%)
Misplaced 0% (0)
>310 3 33% (1) 33% (1) 33% (1)

eply positively among incoming nurses. These observations raise
he question of whether nurse role (incoming/outgoing) may  have
ad a significant impact on responses. We  tested this using a lin-
ar mixed effects analysis, for each of the three questions asked.
n each case, the model included role as fixed effect, with ran-
om intercepts and slopes for nurses and patients. There was no
ain effect of nurse role on response type in any of the ques-

ions: understandability (Z = 0.03, p > 0.5); accuracy (Z = 1.04, p > 0.3);
r helpfulness (Z = −1.68, p > 0.5). In short, the apparent differences
etween incoming and outgoing nurses are not statistically reliable.

Another factor which may  impact the proportion of subjective
ositive responses for any of the three questions is the severity of a
atient’s illness. This is reflected in the level of care of the patient in
uestion, classified according to the British Association for Perina-
al Medicine (BAPM) classification. The BAPM scoring system was
evised to quantify resources required by UK NICUs in relation to
he severity of a patient’s condition. It distinguishes four levels: 1
intensive care), 2 (high dependency), 3 (special care) and normal
are. In our sample, there were 114 trials with the patient in inten-
ive care, 37 in high dependency, and 14 in special care. To test
hether there was an impact of severity of illness (as reflected by
APM), we incremented the above models, factoring in BAPM as

 fixed effect in addition to nurse role. This allows us to test both
hether BAPM itself impacts responses, but also whether it inter-

cts with role (for example, because incoming or outgoing nurses
lter their views as a function of perceived severity of illness). As
efore, there was no main effect of role; there was  also no main
ffect of BAPM and no interaction, on either of the questions (all
-values < 1; all p-values > .5). A log likelihood test showed that
dding BAPM to the initial model with only nurse role as fixed effect
id not improve goodness of fit to the data for any of the three
uestions (understandability:  �2 = 0; helpfulness:  �2 = 10.1, p > 0.8;
ccuracy: �2 = 14.29, p > 0.5).

The final factor that might have impacted nurses’ responses was
he length of summaries, which differed among scenarios and par-
ially depends on how many noteworthy (as judged by BT-Nurse)
vents occurred in a shift. We  used Microsoft Word to obtain the
umber of words in the most important part of the summary (the
espiratory Support and Cardiovascular System sections). This part
f the summaries ranged in length from 60 to 436 tokens, with
8.2% falling within the 60–310 token range. Table 2 shows the fre-
uency of positive, negative and neutral responses as a function of
ord length within this range. To facilitate display, the table only

ummarises data within the 60–310 range; this is divided into bins
t increments of 50 tokens, with the number of summaries and the
roportion of positive (“agree”) responses to each of the three ques-
ions in each bin. To analyse the impact of length on response, we
gain performed a linear mixed effects analysis, with word count as
xed effect and random intercepts and slopes for participants and

tems, as before. Note that word count was included as a continuous
ariable in this analysis. The model on the entire data set showed no
Please cite this article in press as: Hunter J, et al. Automatic generation of n
BT-Nurse. Artif Intell Med (2012), http://dx.doi.org/10.1016/j.artmed.2012

ain effect of word count on understandability (Z = −0.09, p > 0.3),
ccuracy (Z = −0.06, p > 0.9) or helpfulness (Z = 0.56, p > 0.5). Exclud-
ng texts whose length was below 60 tokens or greater than 310
okens yields roughly the same results.
Language 0.66 Poor 100% (11)
Good 0% (0)

4.4. Analysis of free-text comments

Free text comments were manually segmented, so that each
segment addressed one specific aspect of the summary. This gave
rise to 237 segments (125 for outgoing nurses and 112 for incom-
ing); we did not include the comments from the research nurse
in this analysis. These segments were annotated independently by
three of the authors (JH, ER and AG) along several dimensions; the
ones which are relevant for the present analysis are summarised in
Table 3, together with the categories for each dimension. Table 3
displays the mean pair-wise agreement (using Cohen’s � statistic)
between annotators on each dimension. Using standard thresholds
for kappa [65], these values suggest good agreement in the over-
all dimension, and tentative agreement in the content and language
dimensions. In the following analysis, we used the majority cate-
gorisation for each segment (that is a categorisation agreed upon by
two out of three annotators) whenever one exists, omitting the 20
segments for which there was  no majority categorisation. Table 3
also shows the frequencies of each category, using the results of the
above process.

The results of the analysis can be summarised as follows. First,
most segments concerned the content of the summary (185). Most
of these (109) noted missing content. Many of these referred to
information (for example about nutrition or weight) which was  not
presented in the partial shift summaries produced by BT-Nurse.
However, even if we  disregard such segments, requests for more
content were much more common than requests for less (of which
there were 20). This suggests that BT-Nurse was  under-reporting.
As an example, one nurse wrote that the “baby . . . is VERY small
and . . . it should be pointed out that the ETT is size 2.0”. BT-Nurse
never reports ETT size as usually this is not important; however in
some cases (e.g. very small babies) it is important and should be
reported.

There were 46 segments concerning incorrect content; most of
these were due to bugs in the software, but some were due to prob-
lems in input data, such as those sensor artifacts which are hard to
identify, or incorrect information in the patient record. For exam-
ple, BT-Nurse sometimes listed current problems which had in fact
been rectified; this was because of errors in reading the relevant
database tables.

There were only 11 segments about language, all of which were
negative. Most of these criticisms reflected either bugs or personal
preferences of individual nurses. Given the small number of such
segments and the overwhelming positive view that the summaries
were understandable (90%), we consider that nurses considered
‘good’ language to be the norm and only commented in exceptional
atural language nursing shift summaries in neonatal intensive care:
.09.002

cases where this was not achieved.
Among the 35 overall segments, the majority expressed positive

views of the summaries; for example: “Very good; easy to under-
stand and is an accurate reflection of today’s shift” and “Summary

dx.doi.org/10.1016/j.artmed.2012.09.002


 ING Model

A

1 ence i

i
p
N
n
t
w
F
t
q
a
c
t
d

5

5

N
w
e
I
r
w
t
a
s
v
a

h
f
a
“

5

p
t
e
o
i
n
w
k
“
t
a
w
i
w

i
o
a
N
t
p
a
c
a
c
d

ARTICLERTMED-1250; No. of Pages 16

4 J. Hunter et al. / Artificial Intellig

s a very useful tool for a quick report about your baby past and
resent”. Four of the overall segments concerned deficiencies in BT-
urse texts from a high-level narrative perspective; for example,
ot describing causal links between observations and interven-
ions (“The information is correct, but for a shift summary I would
ant to be able to include reasons for the facts that are presented.

or example, ‘Temp Gap ranges from 2.1 to 4.2.’ I want to add
hat this was when the baby stopped phototherapy.”), or not ade-
uately describing the overall big picture (“The above comments
re accurate statements, however they do not present a ‘picture’ of
urrent condition. For example she was re-intubated but we are not
old why.”). These reflect a more fundamental limitation of current
ata-to-text technology, which we discuss below.

. Discussion

.1. Overview

In the light of the questions posed in Section 1, we  consider BT-
urse to have been generally successful. A very complex system,
hich accessed voluminous heterogeneous data in a near real-time

nvironment, ran without failure on the ward for several weeks.
n the evaluation, an overwhelming majority of summaries was
ated by the users as understandable, and a significant, if some-
hat smaller, majorities were rated as accurate and helpful. Note

hat only 5.5% of the summaries were positively rated as inaccurate
nd only 7.9% as unhelpful. We  consider that the helpfulness of the
ummaries implies that the data selection and abstraction was rele-
ant and the understandability implies that the language was fluent
nd easily readable.

Moreover, there were some very encouraging comments about
ow BT-Nurse summaries helped incoming nurses in particular –

or example: “Looking at this at handover would help me  think
bout what I had to do for the rest of the day and make a plan” and
BT picked up the change in HR trend that I had not noticed.”

.2. Outstanding issues

Our analysis of the nurses’ comments suggests that the biggest
roblem was missing information. From an algorithmic perspec-
ive, this is primarily a problem with determining the importance of
vents (Sections 3.2.4 and 3.2.6) and is perhaps due to the fact that
ur importance rules were insufficiently sensitive to context (what
s important depends on the baby’s medical condition) and also to
urse’s work flow (nurses are especially interested in information
hich affects care planning). One reason for this is that our domain

nowledge activities focused more on problem diagnosis and other
conventional” reasoning issues, and less on determining impor-
ance. Furthermore, some of the importance rules in BT-Nurse were
daptations of rules developed for our earlier BT-45 system, which
ere based on knowledge acquisition sessions with doctors; such

mportance rules do not incorporate knowledge of what nurses
ant to know in order to do care planning.

Although there were relatively few instances where content was
ncorrect, and none which the supervising nurse felt were seri-
us enough to warrant deletion, incorrect content does remain

 major issue because it could adversely impact care. Where BT-
urse did report such content, it was partly due to incorrect data in

he patient record, and partly to problems in the analysis and inter-
retation of noisy data. It is possible that our approach to analysis
nd interpretation was too “aggressive”, in the sense that a more
Please cite this article in press as: Hunter J, et al. Automatic generation of 
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onservative approach could have led to fewer incorrect inferences,
t the expense of fewer correct inferences as well. A more practi-
al source of content-related errors was the insufficient time spent
ebugging BT-Nurse on-site at the hospital. Although we spent
 PRESS
n Medicine xxx (2012) xxx– xxx

several months debugging BT-Nurse off-site (at Aberdeen Univer-
sity), on-site debugging (with live data) was limited to the pilot
period of 1 month, and many mistakes only showed up on-site
(especially mistakes in handling unusual or boundary cases). In the
current BT-Family project, we  have allocated 6 months (instead of
1 month) for on-site pilot work (including debugging).

It is worth noting that data quality is getting better, as sensors
improve and more data is acquired automatically instead of being
entered manually. Dealing with noisy or incorrect data will always
be a major problem for medical data-to-text systems but there is
reason to expect that it will become easier over time.

It is interesting that there were relatively few comments about
language. Outright mistakes in language were mostly due to insuf-
ficient debugging on expressing information in a few very specific
instances (as mentioned above). Putting these aside, while there
were clearly some linguistic deficiencies in the generated texts,
there are also linguistic deficiencies in human-written shift summ-
aries. Perhaps it is the case that once linguistic quality exceeds a
threshold, people regard it as “good enough” and are not partic-
ularly concerned with remaining disfluencies. If this hypothesis
is true, the threshold will almost certainly depend on genre
and expectations; for example leaflets containing information for
patients will probably need to meet higher linguistic standards than
nurse shift summaries.

5.3. Future work

Looking at BT-Nurse as a whole, we believe that automated
summaries are especially useful when the nurses involved in the
handover are relatively inexperienced, and hence likely to miss
out important information. In part because of this insight, some
of us are involved in a new project which is also related to han-
dovers, MIME  [66], whose goal is to support handover from first
responders to paramedics and ambulance crew. When a medical
emergency occurs in a remote area, it may  take hours for an ambu-
lance to arrive, and in the meantime the patient may need to be
looked after by a community first responder; in other words, by a
local volunteer who  has a small amount of training and some basic
sensors and equipment. These first responders have very limited
training (typically just a week or so on a course) and also relatively
little experience (a first responder may  only deal with a serious
case once per year); this amounts to far less training and experi-
ence than even the most junior nurse. But knowing what happened
to the patient in the first hours after an incident may  be crucial to
the ambulance paramedics and the hospital doctors who treat the
patient later. Hence the goal of MIME  is to produce a handover
report (based both on data from sensors which the first respon-
der attaches to the patient, and on qualitative information entered
by the first responder) which summarises what happened to the
patient before the ambulance arrived.

From a more theoretical perspective, we  would like to develop
better techniques for generating good narratives which include
causal links and make the big picture clear. Current data-to-text
systems aim to generate reports to present facts; we believe that
aiming for a more narrative strategy in generation would enhance
the quality and understandability of the text. From a research per-
spective, this requires more attention to the qualities of narrative
that enable it to highlight important information and convey tem-
poral, discourse and causal relations to the reader. Indeed, one
could argue that such narrative aspects are perhaps the primary
benefits of human-written textual summaries over computer-
generated tabular/visual presentations.
natural language nursing shift summaries in neonatal intensive care:
.09.002

We  would also like to make better use of free-text comments
in the patient record. There is a lot of scope for applying more
sophisticated information extraction techniques to pull key infor-
mation about of the free-text comments. We  would also like to

dx.doi.org/10.1016/j.artmed.2012.09.002
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xplore how the data-to-text technology presented in this paper
ould be integrated with text-to-text summarisation technology, so
n integrated summary could be produced of both structured data
using data-to-text) and unstructured free-text comments (using
ext-to-text).

It is perhaps useful to note that the processing up to and includ-
ng the data interpretation module is designed to generate a clean
escription (implemented as instances in the ontology) of the
vents occurring within the NICU. In our case this description is
sed to generate a summary, but we believe that the way in which
he description is constructed owes little to that specific end use,
nd could be used as a starting point for other purposes, for exam-
le decision-support, adherence to clinical guidelines and clinical
udit.

. Conclusions

BT-Nurse generates partial shift summaries in the Neonatal
ntensive Care Unit, focusing on important events related to a
atient’s respiration and circulation, in addition to background

nformation, current status and potential problems. We  believe that
ur proof-of-concept system and its evaluation suggest positive
nswers to the research questions we raised at the beginning of
his paper: data-to-text technology does appear to be sufficiently
obust that a complex system can run on live data for an extended
eriod; it also appears to generate summaries of a quality that is
ated as understandable by a large majority of users, and also as
ccurate and helpful by a significant, if somewhat smaller, majority.

Time constraints prevented us from implementing a complete
ystem, dealing with all relevant aspects of a patient’s state, rather
han just their respiratory and circulatory systems. Furthermore,
ur evaluation enabled us to identify some problems related to
andling noisy data, knowledge representation and reasoning.

In summary, BT-Nurse has shown that we can confidently
oresee a computer system which automatically generates under-
tandable and helpful shift summary texts from a complex,
tate-of-the-art patient information system holding a large amount
f heterogeneous data. Additional development effort would be
eeded before BT-Nurse could be realistically deployed, or indeed
valuated in a clinical trial which measured patient outcome
nstead of nurses’ perceptions. Nevertheless, we  have shown that
he technology works, and we believe its long-term potential is
onsiderable.
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