Design and Implementation of a Lossless Compression Tool for Digital Audio

Objective:

To design, implement and test a lossless compression/decompression tool for digital audio. This technique is used to reduce the digital data that has to be transmitted over the communications channel. The implementation can be done on the FPGA or DSP boards.

Theory:

The paper attached proposes a solution to code digital audio signal in such a way that data is not lost during compression. The algorithm uses prediction techniques to aid compression.
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Abstract—This paper proposes a cascaded RLS-LMS predictor for lossless audio coding. In this proposed predictor, a high-order LMS predictor is employed to model the ample tonal and harmonic components of the audio signal for optimal prediction gain performance. To solve the slow convergence problem of the LMS algorithm with colored inputs, a low-order RLS predictor is cascaded prior to the LMS predictor to remove the spectral tilt of the audio signal. This cascaded RLS-LMS structure effectively mitigates the slow convergence problem of the LMS algorithm and provides superior prediction gain performance compared with the conventional LMS predictor, resulting in a better overall compression performance.

Index Terms—Adaptive filter, linear prediction, LMS algorithm, lossless audio coding, RLS algorithm.

I. INTRODUCTION

DIGITAL audio waveforms possess considerable redundancy in their original PCM form and are generally compressible. Specifically, audio samples are statistical correlated and nonuniformly distributed. Most lossless audio compression algorithms [1] use a decoupled approach to exploit this redundancy, where a decorrelation pre-processor is first employed to remove the correlation between audio samples and its output is then entropy coded as a memoryless sequence. Although this is a compromised approach for building a system with tractable complexity (considering the large alphabet set of digital audio), results from [1] shows implicitly that the decorrelated method may suffer only modest performance penalty when compared with some more sophisticated approaches, for example, the context model [2] based methods. A less popular method to build a lossless audio compression system is based on using linear transform [3], where the input audio sequence is transformed into the frequency domain and grouped into subsets with distinguished statistical property. Redundancy is then removed by coding each subset with a “best-fitted” entropy coder.

Generally speaking, as an effort to achieve the optimal compression performance the preprocessor in the decoupled method should be designed in such a way that the expected rate of the sequential entropy coder is minimized for audio inputs. Due to the large alphabet set of the digital audio signal, a letter probabilities based entropy coder is generally avoided by many lossless audio coding systems to reduce the implementation complexity as well as the model cost [4] for better compression performance. Instead, a more viable approach is widely adopted where digital audio signals are described by some sorts of parametrical models, for example, Laplacian distribution [5] that leads not only to very simple statistical model description but also to a very simple structural prefix coding/decoding procedure, namely, the Golomb code [6]. For such a model, the optimal pre-processor is well approximated by one that generates output with the smallest variance. This problem is technically more tractable and has low complexity solutions that can be obtained readily from linear prediction [7]. In fact, this approach dominates the area of lossless compression of digital audio, with examples easily found from both the literature [1], [8], [9] and software in the Internet [10], [11].

It is well known that music signals, which are of most interest in lossless audio coding, contain abundant tonal and harmonic components whose energy can be effectively reduced by using a large order FIR predictor. Moreover, as audio signals are non-stationary, the predictor should be adaptive and possess good tracking capabilities so as to capture the local statistics of the signal. Numerous methods are available for designing and implementing an adaptive FIR predictor. Among these, the least mean square (LMS) [7] algorithm is very attractive as it provides an efficient, robust and, above all, low-complexity solution. However, the slow convergence behavior of the LMS algorithm for inputs with large eigenvalue spreads may lead to poor tracking performance and, consequently, poor prediction gain performance for audio signals that are generally highly-colored. The recursive least square (RLS) algorithm [7], on the other hand, is much less sensitive to the eigenvalue spread of the input. However, the computational complexity of RLS makes it impractical to be used as a large order predictor.

Historically, several methods have been proposed to improve the convergence performance of the LMS algorithm. Most of these are based on a two-step mechanism, where the input is first decorrelated by using a suitable transformation before applying the LMS adaptation. Examples of this approach can be found in frequency domain based FFT-LMS or DCT-LMS adaptive filters [7], which may improve convergence at the cost of greater misadjustment and complexity. Their time-domain counterparts include the use of an LMS adaptive pre-whitener [13], [14], and a cascade of independently adapting low-order LMS stages for which superior prediction gain performance for speech signal has been reported [15]. The problem of having many prediction stages, however, is that the overall combined predictor does not
yield the optimal predictor. Cascaded prediction was also discussed in [16] for lossless coding of audio signals that are filtered by a psychoacoustic pre-filter [17].

In this paper, we propose a cascade RLS-LMS based adaptive linear prediction algorithm for lossless audio coding. The algorithm mitigates the slow convergence problem of the LMS predictor by cascading a small-order RLS predictor prior to it to remove the spectral tilt of the input audio signal. The spectral details of the RLS predictor output, with a reduced eigenvalue spread, is then modeled by the subsequent large-order LMS predictor for the best prediction gain performance. Since the size of the RLS predictor is small and much less than that of the subsequent LMS predictor, its computational burden is negligible and the complexity of the entire system is only slightly higher than that for a system with a conventional single stage LMS predictor. However, as will be shown, the cascaded predictor is able to achieve a superior prediction gain performance and, as a result, give a good lossless audio compression ratio performance when compared with the conventional LMS predictor.

II. RLS-LMS PREDICTOR

The structure of the proposed cascaded RLS-LMS predictor is shown in Fig. 1. In the first stage of the cascade, with \( x(n) \) denoting the input to the predictor, the output \( u(n) \) of the RLS predictor is given by

\[
u(n) = x(n) - \mathbf{p}^T(n-1)\mathbf{x}(n)\]

where \( T \) denotes transposition and \( \mathbf{x}(n) = [x(n-1), x(n-2), \ldots, x(n-L_{\text{RLS}})]^T \). The filter tap weights \( \mathbf{p}(n) = [p_1(n), p_2(n), \ldots, p_{L_{\text{RLS}}}(n)]^T \) is updated using the RLS algorithm as follows:

\[
k(n) = \frac{\lambda^{-1} Q(n-1) x(n)}{1 + \lambda^{-1} \mathbf{x}^T(n) Q(n-1) \mathbf{x}(n)}
\]

\[
p(n) = p(n-1) + k(n) u(n)
\]

and

\[
Q(n) = \lambda^{-1} Q(n-1) - \lambda^{-1} k(n) x^T(n) Q(n-1)
\]

where \( \lambda \) is a positive value that is slightly smaller than 1. The algorithm is initialized by setting \( Q(-1) = \delta^{-1} \mathbf{I} \) where \( \delta \) is a small positive constant and \( \mathbf{p}(-1) = \mathbf{0} \).

In the second stage of the cascade the residual \( u(n) \) is inputted to the LMS predictor to generate the prediction error \( e(n) \) according to

\[
e(n) = u(n) - \mathbf{w}^T(n) \mathbf{u}(n)
\]

where \( \mathbf{u}(n) = [u(n-1), u(n-2), \ldots, u(n-L_{\text{LMS}})]^T \). The weights \( \mathbf{w}(n) = [w_1(n-1), w_2(n-1), \ldots, w_{L_{\text{LMS}}}(n-1)]^T \) are updated following the normalized LMS algorithm:

\[
\mathbf{w}(n+1) = \mathbf{w}(n) + \frac{\mu}{1 + \mathbf{u}^T(n) \mathbf{u}(n)} \mathbf{u}(n) e(n)
\]

where \( \mathbf{w}(-1) \) is initialized to a zero vector and \( 0 < \mu > 2 \) controls the adaptation step sizes of the LMS algorithm. The predicted value \( \hat{x}(n) \) of the RLS-LMS system is given by the cascade of the RLS and LMS predictors or

\[
\hat{x}(n) = \mathbf{w}^T(n) \mathbf{u}(n) + \mathbf{p}^T(n) \mathbf{x}(n),
\]

In this paper, we will present some experimental results on the behavior and performance of the RLS-LMS predictor for the purpose of lossless audio coding. In order to examine the convergence behavior of the proposed algorithm under steady musical tones, we use the following synthesized musical tone as the input to the predictor in our experiments. The coefficients \( h(1), h(2), \ldots, h(p) \) define a \( p \)-order AR filter with frequency response given by

\[
H(\omega) = \frac{1}{1 - \sum_{i=1}^{p} h(i) e^{-j\omega n}}
\]

which controls the spectral shape, or the timbre of synthesized signal \( x(n) \). The excitation signal

\[
\varepsilon(n) = \sum_{i=1}^{m} A \cos(i n \omega_0 + \varphi_i) + \gamma(n)
\]

is obtained by summing up \( m \) harmonic sinusoids with fundamental frequency \( \omega_0 \), amplitudes \( A \), and uniformly distributed random phases \( \varphi_i \in [0, 2\pi) \), \( i = 1 \ldots m \), together with a zero mean Gaussian noise \( \gamma(n) \).

We define \( SNR = 10 \log_{10} \left( \frac{m A^2}{2 \sigma^2} \right) \) as the signal to noise ratio (SNR) of \( \varepsilon(n) \), where \( \sigma^2 = E \left\{ \gamma^2(n) \right\} \) and \( E \{ \} \) is the expectation operator. In the experiment, the parameters are set as follows: \( SNR_e = 18 \) dB, \( \omega_0 = \pi/64 \), \( m = 32 \), \( \lambda = 0.9999 \), \( L_{\text{RLS}} = 4 \), \( L_{\text{LMS}} = 64 \). The effective filter length of the RLS-LMS predictor is thus \( L_{\text{RLS}} + L_{\text{LMS}} = 64 \) so that it provides sufficient number of poles to model the synthesized tone.

We compare the performance of this predictor (RLS4-LMS60) with a normalized LMS predictor (NLMS64), an RLS predictor (RLS64) and a DCT-LMS predictor (DCT-LMS64). The orders of all the predictors are 64. The adaptation step sizes of all the LMS predictors are chosen in the same manner as in [15] to maximize the speed of convergence by increasing their values until the stability limit is reached.

Fig. 2 shows the MSE performance of the four algorithms. The curves are obtained from ensemble averaging over 500 runs.
Fig. 2. MSE performance for RLS4-LMS60, NLMS64, DCT-LMS64 and RLS64 predictors. Frequency response (magnitude) of the generating filter is also shown in the subplot at the top-right corner.

Clearly, the NLMS and RLS-LMS predictors have the slowest and fastest convergence in this scenario where the input is highly colored. The DCT-LMS predictor has a slower initial convergence and a higher asymptotic MSE when compared with the RLS-LMS predictor. The full RLS algorithm has almost the same convergence speed as the RLS-LMS algorithm, but its initial convergence is slower. This is because the size of the full RLS predictor is much larger than that of the RLS predictor in the RLS-LMS algorithm, and the initial convergence is due mainly to the decoloration of the latter. Specifically, it takes about 128 iterations for the full RLS predictor to converge, compared with only eight iterations for the RLS predictor in the RLS-LMS algorithm.

To justify the effectiveness of the proposed RLS-LMS predictor, we further study the MSE performance of RLS4-LMS60 with its construction units: a 4-order RLS predictor (RLS4) and a 60-order LMS predictor (LMS60). In addition, an LMS-RLS predictor where a 60-order LMS predictor is placed before a 4-order RLS predictor (LMS60-RLS4) is also included in the comparison. The results are given in Fig. 3, which clearly shows that, separately, neither the RLS nor the LMS predictor is capable of delivering the same convergence speed as the cascaded one. Moreover, it can be observed from Fig. 3 that the LMS-RLS predictor has an inferior convergence performance, because in this configuration, the long LMS predictor will still be faced with a highly-colored signal and thus will converge very slowly.

The fast convergence behavior of the RLS-LMS predictor for the synthetic musical signal above suggests its potential in tracking real nonstationary audio signals and providing superior prediction gain performance. This is confirmed by extensive experiments where we used some real audio signals obtained from typical music CDs as the inputs to the predictor.

As an example, Fig. 4 shows the variation of the prediction gain for a short audio segment for the four predictors. Clearly, the NLMS predictor has the worst performance due to its slow convergence, while the performance of both the RLS-LMS and RLS predictors are much better and almost the same. In comparison, although the DCT-LMS predictor has good performance in the steady part of the audio segment, it does not perform as well at the beginning or during the transient part of the audio segment (sample 2000 to 4000). These results are consistent with the convergence behavior of the predictors as indicated in Fig. 2.

III. APPLICATION TO LOSSLESS AUDIO CODING

We build a simple experimental lossless audio codec to evaluate the practical performance of the proposed RLS-LMS predictor. The structure of this is given in Fig. 5. In this experimental codec, the complexity of the RLS-LMS predictor is further reduced by using the sign algorithm (SA) [18] to replace the LMS weight update procedure given by (6) as follows:

$$w(n+1) = w(n) + \alpha \text{sgn}[u(n)]\text{sgn}[e(n)]$$

(11)

where the “sgn” function is defined as

$$\text{sgn}[r] = \begin{cases} 1; & r > 0, \\ 0; & r = 0, \\ -1; & r < 0, \end{cases}$$

(12)
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Fig. 3. MSE performance for RLS4-LMS60, RLS4, LMS60 and LMS60-RLS4 predictors. Frequency response (magnitude) of the generating filter is also shown in the subplot at the top-right corner.

Fig. 4. Prediction gain performance of RLS-LMS (solid line), NLMS (dotted), DCT-LMS (dashed) and RLS (dash-dotted) predictors for a piece of audio signal.

the complexity significantly. The orders of the RLS and the SA predictor are 4 and 128, respectively. The output of the cascade predictor is segmented into frames with 1024 samples and entropy coded using the Golomb code as in [1]. In the decoder, the signal flow chart is reversed to obtain a lossless copy of the original audio.
In our experiments, we first replace the RLS-LMS predictor in the experimental codec with an NLMS (order 132) predictor and a block-adaptive LPC (order 16) predictor and compared their compression performance. A total of 11 music files selected from a variety of music types including vocal, pop, rock, musical instrument and computer synthesized music are used in our tests. Among them, eight music files are sampled at 44.1 kHz and the rests are sampled at 96 kHz. All the music files are quantized at 16 bits/sample. For simplicity, we use only mono files in our experiments, although it is straightforward to extend the results to stereo or multi-channel cases. The average bitrate (in bit/sample) of the compressed files are compared in Table I. As can be seen, the NLMS codec has a similar compression performance as LPC although it has a much larger prediction order. On the other hand, the RLS-LMS codec performs much better and successfully reduces the average bitrate by 0.3–1.0 bit/sample in all the test files.

We further compare the compression performance of the RLS-LMS codec with three widely used lossless audio codecs, namely, Shorten [8], LPAC [11] and WA [12]. Note that, as report in [1], these three codecs give a good reflection of the state of the art compression performance for lossless audio coding. All the benchmark codecs run under their highest compression ratio setting in our tests. The results are given in Table II, which clearly show that the best compression performance is achieved by the RLS-LMS codec with an average bitrate reduction ranging from 0.2–0.6 bit/sample compared with the next best algorithm, LPAC, for most testing items.

### IV. CONCLUSION

This paper introduces a cascade RLS-LMS predictor, which provides rapid convergence speed and superior prediction gain performance for input with large eigenvalue spread. Its application to lossless audio coding is discussed where a high-order RLS-LMS predictor is employed to model the abundant tonal and harmonic structures of audio signals for best coding performance.
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