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Description:
Mobile phones use predictive text services to predict the next words when entering short text messages. These predictive text services are usually known by commercial names such as the T9 system. Such a predictive text service can also be used in conjunction with similar applications such as Twitter, that rely on sending short messages usually of less than 160 characters in length.

The aim of this assignment is two-fold:

1. Use HMMs and/or suffix trees or some other suitable method to create a predictive text system for English short text messages.
2. Use the system produced in step 1 to generate predictions for texts automatically.

The WikiLeaks collection of 9/11 pager short message texts will be used to train the system in a systematic way. The collection covers a 24 hour period and contains over half a million text messages and is one of the most comprehensive sources of public text messages available on the Internet. The message archive can be downloaded from:
http://911.wikileaks.org/release/messages.zip
You will need to write a very simple parser that removes the first few tokens from each line to extract the actual message itself. Note that a significant percentage of messages were automatically generated by computer systems, but there is no easy way of determining what messages are automatically generated and those that are human generated (unless you want to build a classifier – which is beyond the scope of this assignment).
Implementation:

The implemented system, after training, should be able to take a text file containing partially completed text messages and output another text file with the corresponding guesses at the next best word that will complete the partial text messages.

The input text file will contain one partial sentence per line, and the output text file should have as many lines as in the input text file (one output line per input line in a 1:1 correspondence).

The input text file name and the output text file name will be passed as command line parameters to your program (arguments 1 and 2 respectively). For additional ease, a file called “input_output.txt”, which will be placed in the same directory as your executable, will also contain the input text file name and output text file name, on separate lines (first line input text file name, second line output text file name). This is being provided to facilitate implementation for languages where accessing the command line is more problematic.
Sample Input File:

Did you bring an extra change of

So, are we having

Steve, what is the latest status? I need an

Sample Output File (for above):

Did you bring an extra change of clothes
So, are we having fun?
Steve, what is the latest status? I need an update
Assignment Report:
In your report include a detailed description of how you have created and trained your system. Additionally, provide a brief written description of any processing methods that you have used in creating the system in addition to the training process itself.

Finally write a brief evaluation report mentioning statistics about the performance of the HMM model together with a brief analysis of the results. Use the following points as a guideline for your analysis report:
· Illustrate part of your results showing how the next word is chosen together with any transition probabilities of sequences in the text.
· Discuss the technique you used to select the possible next sequences for each input sentence and the final selection of the output next sequence.
· Compare generated output with actual messages in the archive.

Programming Languages:

You can use the following languages for this assignment:

· Python and NLTK

· C/C++

· C#
· Java

No other language or library will be accepted unless pre-agreed beforehand.

Resources:

· SMS archives and corpora are surprisingly rare to come by. Real-life SMS archive of messages sent around September 2001 released publicly:
Direct link to ZIP file: http://911.wikileaks.org/release/messages.zip
File should be around 48Mb of uncompressed plain ASCII text.

Deadline:

The deadline for handing in the assignment is Friday 22 January 2009 at 12:00. You need to sign for the submission so it is important to hand in your assignment on time, before noon. Late assignments will not be accepted and extensions will not be granted apart from exceptional circumstances.

Other Notes:
While team work is encouraged, plagiarism will not be tolerated – please consult with the Department’s guidelines on plagiarism for further information.

Effort Guideline:

This assignment corresponds to 10% of the mark, hence it is recommended that you allow around 16-20 hours to complete it successfully.

Literature References:

· Course Notes.
· Jurafsky & Martin. Speech and Language Processing. 2nd Edition. Prentice Hall.
