
FINE-GRAINED VECTOR-LESS SCALABLE VIDEO CODING FOR SPACE
APPLICATIONS

Trevor Spiteri, José Luis Nuñez-Yañez
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ABSTRACT

This paper presents a fine-grained scalable video coding method that is suitable for space application. The method does not
transmit motion vectors explicitly, and uses wavelets and bit plane coding for video coding in a manner similar to that used
by Embedded Block Coding with Optimal Truncation (EBCOT) and ICER for image coding. Video sequences take large
amounts of bandwidth to be transmitted losslessly. Using scalable video coding, all the information can be compressed
and stored losslessly in storage. A lossy subset can then be transmitted, and refinements can then be transmitted on request
to improve the quality up to lossless. Motion estimation is performed in the base layer that is the minimum quality that
can be extracted from the sequence.

1 INTRODUCTION

Lossy compression is becoming important in space applications because of the increasing amount of data and the high
bandwidth costs. Yu et al. [1] present an overview of image compression in space missions, where images are most
of the time stored and then transmitted to ground later on. The paper also suggests that methods using the Discrete
Cosine Transform (DCT) [2] are becoming less popular because of the increasing popularity of methods based on wavelet
transforms [3]. Wavelet transform methods started to gain popularity for image compression after the development of
the embedded zerotree wavelet algorithm (EZW) [4]. Later developments led to methods based on set partitioning in
hierarchical trees (SPIHT) [5] and on independent embeddedblock coding with optimized truncation (EBCOT) [6]. The
EBCOT algorithm was adopted and further adapted for JPEG 2000 [7]. The ICER progressive wavelet image compressor
[8], used by the Mars Exploration Rover in 2004, uses techniques very similar to EBCOT and JPEG 2000.

An important property of these techniques is their progressive nature, which means that as the compressed bitstream
is progressively transmitted, the receiver can reconstruct images of successively higher quality, and the quality maygo up
to lossless if the bitstream is fully transmitted. This works very well with the store-and-forward mechanism, whereby the
compressed data is stored for later transmission to ground.A subset of the stored data can then be transmitted. When this
subset is inspected, a user might decide that a better version is required, and will transmit back a request for more data to
refine the quality as much as required, up to lossless quality.

In this paper, a method for fine-grained scalable video coding that uses techniques similar to those used in image
coding is presented. Scalable video coding is the coding of video at different quality levels, different resolution, or
different frame rates. For the scalable video coding methodto be fine-grained, there needs to be a mechanism for very
gradual degradation of the quality. Taubman [9] presents some of the issues present in successive refinement of video.
This paper presents a fine-grained scalable video coding method that makes it trivial to transmit a subset of the full-quality
bitstream, using techniques similar to those used in progressive image coding methods like EBCOT and ICER. This makes
it possible for a compressed video sequence to be partially transmitted to ground, and if required, refinements are later
transmitted without the need to transmit what has already been transmitted.

Secker and Taubman [10] present a scheme by which they scale both the video data and the motion information for
good performance over a wide range of bit rates. In the proposed work, motion information is derived from a basic quality
layer, which is not itself scalable like the motion information in [10].

Existing work includes the Scalable Video Coding (SVC) extension of the H.264/AVC standard [11]. It is worth noting
that the SVC standard is quite complex, and that the Joint Scalable Video Model (JSVM) [12] reference implementation
of SVC supports coarse-grained and medium-grained scalability but no fine-grained scalability.

Section 2 describes the background for the presented work, and Section 3 presents the video coding scheme itself.
Section 4 presents experimental results demonstrating theperformance of the scheme, and compares the performance
to the H.264/AVC JM reference implementation [13] to provide a general idea of the compression performance of the
scheme. Finally, Section 5 draws the conclusions.
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Fig. 1: Overview of universal compression system.

2 BACKGROUND

The scalable video coding scheme presented here is part of a larger project which combines video compression with image
compression and generic data compression on a single dynamically-reconfigurable FPGA platform.

2.1 Universal Compression System

To enable compression of different kinds of data without having full implementations for each algorithm, the compression
process can be split into multiple stages. Nuñez-Yañez etal. [14] suggest splitting the process into three stages:

1. context data modelling,
2. probability estimation, and
3. arithmetic coding.

Fig. 1 shows an overview of the suggested universal compression system. The first stage, context modelling, can be
dynamically reconfigured according to the kind of data beingcompressed, while the other stages are the same for all kinds
of data. A description of context data modelling for genericdata, as well as a description of the probability estimation
and arithmetic coding stages, can be found in [15]. A description of the first stage for lossless image compression can be
found in [16], and a description of the first stage for lossless video compression can be found in [17]. This works focuses
on progressively lossy video compression.

2.2 Wavelet Transform

The presented video coding scheme draws influence from wavelet-based image compression systems, namely EBCOT
[6] and ICER [8]. The image data is transformed using two-dimensional (2-D) wavelet decomposition. Fig. 2 shows
three levels of 2-D decomposition, which results in ten sub-bands. The wavelet transform is obtained using one of two
lifting filters: either the reversible Le Gall 5-tap/3-tap filter [18] or the Daubechies 9-tap/7-tap filter [19]. The 9/7 filter
may provide better compression at a cost: it requires fixed point multiplication, which is more difficult to implement in
hardware than the shift and add operations required by the 5/3 filter, and also, using the 9/7 filter means that the image
can not be decoded losslessly, as the 9/7 filter is not reversible.

2.3 Bit-Plane Coding

After the image data is transformed using the wavelet transform, the transformed data is bit-plane coded. The data in
each sub-band in the transformed image is split into a numberof bit planes: a plane containing the most significant bit
of each value, a plane for the second most significant bits, and so on down to the plane containing the least significant
bits. Whereas in EBCOT the planes are further subdivided into fractional bit planes, in ICER this is avoided to simplify
the implementation, and this paper follows ICER’s simplification. The bit planes from different sub-bands are then sorted
such that a bit plane that should give a better quality improvement in relation to its length is preferred to another bit plane
which gives less quality for the length. If only a subset of the bit planes is to be transmitted, the planes with the least
quality improvement per length are dropped.
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Fig. 2: The ten sub-bands from three levels of 2-D wavelet decomposition.
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Fig. 3: Overview of the video encoder before bit-plane encoding.

Context modelling is then used to encode the bit planes. For each bit, a context is chosen according to the neighbouring
pixels and more significant bits for the same pixel. After thecontext is selected, an adaptive arithmetic coder is used to
encode the bits from the bit planes.

3 SCALABLE VIDEO CODING ALGORITHM

The scalable video coding scheme presented in this work usestemporal motion compensation to take advantage of tem-
poral redundancy. Each frame is first transformed to the wavelet domain. Then motion compensation is performed as
described in Section 3.1. Then, the output from the motion compensation stage is bit-plane encoded, and the bit planes
further processed using context modelling, probability estimation and arithmetic coding, the three stages of Section2.1.

3.1 Motion Compensation

Fig. 3 shows an overview of the video encoder before bit-plane encoding, and Fig. 4 shows an overview of the correspond-
ing decoder following bit-plane decoding. In the first frameof a group of pictures, since there are no reference frames with
which to compare, no motion estimation and compensation is performed. Instead, the frame is simply bit-plane encoded
as is. The bit planes are ordered according to their quality contribution in relation to their length, and a number of bit
planes is selected to be encoded as the basic quality layer. The selection of which bit planes to use for this base layer is
only performed once in the first frame of the group of pictures, and in subsequent frames, the same bit planes are used to
form the base layer. The base layer is not motion compensatedin any frame; it is encoded just like an image would be,
with the difference being that only a specified subset of the bit planes are encoded.

For the next frames, a motion estimation search is performedon the image data that can be decoded from the base
layer, and a set of motion vectors are obtained. Note that since the base layer is transmitted as is, the decoder will have
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Fig. 4: Overview of the video decoder following bit-plane decoding.

access to the same base layer information as the encoder, so that the motion vectors do not need to be transmitted; the
decoder can perform the motion estimation search itself to regenerate the motion vectors.

The motion vectors are then used to generate a predicted frame from a reference frame. The prediction is then
subtracted from the actual frame values, resulting in the residual. Note that this is performed in the wavelet domain, not
in the space domain, to enable scalable video by dropping bitplanes just like bit planes are dropped in EBCOT and ICER
for progressive image coding.

As can be seen in Figs. 3 and 4, the motion compensation block has access to the base layer image data. Since the
base layer contains the most significant bit planes of a number of sub-bands, this information can be used to generate a
better prediction of the current frame.

Sometimes the residual can be more expensive to encode than the uncompensated values. In order to mitigate this,
each sub-band is split into blocks of 16×16 values each, and a decision is made per block whether to usethe residual
or the actual values. The decision is made by comparing the sum of the squares of the values, that is, by comparing
the power. If the residual power is greater than the power of the actual values, the actual values are used instead of the
residual. A single bit per block is then inserted in the final bitstream to indicate whether to use the residual or the actual
values.

3.1.1 Motion Estimation Search

The motion estimation search on the base layer values can be either performed in space domain or in wavelet domain. For
the search to be performed in space domain, the base layer bitplanes, which are in wavelet domain, have to be transformed
back to space domain before the search. Then, a search similar to that in [17] is used.

When the search is done in wavelet domain, the base layer doesnot need to be transformed to space domain. The
motion estimation search in wavelet domain is different to that performed in space domain. An anisotropic double-cross
search based on that presented in [20] is used. Two differentmotion estimation methods were investigated in the wavelet
domain. The first is pixel-based, that is, a search is performed once for every pixel. A search window around the pixel is
used to enable the pixel-based search, in a similar way to [17]. The second method is macroblock-based, whereas a search
is performed using a block of values across different sub-bands as proposed by [20]. These two methods, as well as the
space-domain search, will be compared further on in Section4.

In each of the three methods mentioned, no sub-pixel motion estimation was used. This means that the motion vectors
resulting from the search are a whole number of pixels of motion in the original space-domain frame. However, in the
wavelet domain, interpolation is still required, because one pixel of motion in space domain translates to one half a pixel
of motion in sub-bands HL0, LH0 and HH0 (see Fig. 2), one quarter of a pixel of motion in sub-bands HL1, LH1 and HH1,
and so on. Because of this, when generating a prediction, interpolation is used to obtain the predicted values from the
reference frame which is in wavelet domain.



3.2 Bit-Plane Ordering

Following the motion compensation stage, the residual for each frame consists of a number of sub-bands, each with a
number of bit planes. Each of these bit planes is further processed using the context modelling, probability estimation,
and arithmetic coding stages mentioned in Section 2.1. The length of the output bitstream for each plane is recorded,
together with the number of non-zero bits in the plane, whichis useful in determining the distortion that would result from
dropping the plane.

A distortion metric similar to that used in EBCOT [6] is used for ordering the bit planes. The estimated distortionDn

for dropping a bit planen in a sub-bandB is given by

Dn = w2
B ∑

k∈B

(ŝn[k]− s[k])2, (1)

wherewB is the L2-norm of the wavelet basis function for sub-bandB, ŝn[k] is a value in the sub-band after dropping the
bit plane, ands[k] is a value in the sub-band if the bit plane is not dropped. For the least significant bit plane,n= 0, and
(1) can be written as

D0 = w2
B ∑

k∈B

(ŝ0[k]− s[k])2. (2)

For this plane, a non-zero bit at positionk will result in an estimation error of magnitude 1, so the summation term will
be equal to the number of non-zero bits in the plane. If there are h0 non-zero bits, we can say thatD0 = w2

Bh0. For the
planen= 1 containing the second least significant bits, each non-zero bit will result in an estimation error of magnitude
2, contributing 22 = 4 to the value of the summation. Thus, if planen = 1 containsh1 non-zero bits,D1 = 4w2

Bh1.
Generalizing this, we can rewrite (1) as

Dn = w2
B22nhn, (3)

wherehn is the number of non-zero bits in the planen.
In EBCOT, the fractional bit planes for an image are sorted according to their distortion metric and their length. For

a lossy image, the bit planes with the least quality contribution per bit are discarded, that is, rate distortion optimization
methods are used to sort the bit planes according to their bitrate contribution and to their distortion contribution. For
video coding, this process should not be done per frame. Suppose that a particular bit plane of significancen is dropped
from a frame sub-band, and this frame is the reference frame used to predict the current frame. The prediction will have
an error of significancen because of the dropped bit plane in the reference frame, so ifthe residual is decoded for the
current frame, it will be added to an inaccurate bit plane, and will result in no improvement in the frame quality. Thus, if
a bit plane is dropped in a frame, it should be dropped in the subsequent frames in the group of pictures.

To deal with this issue, the length and the quality contribution of each bit plane for all the frames in the group are
added together, giving one total bit plane length and one total quality contribution for each bit plane in all frames across
the group of pictures. The bit planes are then sorted using these total values. Since the frames in a group of picture are
typically of a similar nature, this should not have a large effect on the rate distortion optimization.

A list of the bit planes in order is then generated. When selecting a lower-quality subset from a sequence, the bit
planes at the end of the list are discarded first. If to obtain the desired bit rate a bit plane is to be discarded, it is discarded
from all the frames in the group of pictures. If the total length of the bit plane across all the frames is larger than the length
that needs to be truncated for the desired bit rate to be obtained, then the bit plane does not need to be discarded from all
the frames; it may be retained in a number of frames at the beginning of the group of pictures, and discarded in the rest.

4 EXPERIMENTAL RESULTS

The proposed scalable video coding method was tested using the first 10 frames of thepedestrian areavideo sequence [21]
with a resolution of 1920×1080 and a frame rate of 25 fps. Tests on other video sequencesshowed similar behaviour, so
only the results for thepedestrian areasequence are shown in this paper. The rate distortion characteristics were compared
to those using the H.264/AVC JM reference software version 17. with the main profile [13]. To make the comparison fair,
bidirectional frames and sub-pixel motion estimation where disabled from the JM encoder, and only one reference frame
was used.

The three motion estimation methods mentioned in Section 3.1.1 were compared, and the results can be seen in Fig. 5.
They are also compared to the H.264/AVC JM reference encoder. The performance of the three estimation methods is
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Fig. 5: Rate distortion characteristics for three different motion estimation methods with three levels of decomposition
and the 9/7 filter, as well as for H.264/AVC using the JM reference encoder.
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Fig. 6: Rate distortion characteristics for motion estimation in space domain with three levels of decomposition and the
9/7 filter for different base layer bit rates.

very close, so the motion estimation in space domain was selected for the other experiments. Using motion estimation in
space domain would make it easier to use the same motion estimation engine as that for [17] in a reconfigurable universal
compression system.

In Fig. 5, the curves for the proposed video coding scheme have rate distortion characteristics which are reasonably
close to those of H.264/AVC. Moreover, it must be mentioned that for each point in the H.264/AVC curve, the JM encoder
had to encode the video sequence from scratch, whereas for each of the other curves, the video sequence was encoded
only once, and then a subset taken for each point without the need to re-encode the sequence. Also, when the bit rate goes
up and start to approach lossless quality, the compression performance of the proposed video coding scheme is better than
that obtained by the JM encoder. For very low bit rates, the JMencoder performs better than the proposed method.

Fig. 6 shows a comparison of using different base layer bit rates. Using a bit rate of 500 kbit/s was found to be suitable
across the different motion estimation methods, and also for different numbers of levels of decomposition and different
wavelet filters. For different frame resolutions, a different base layer bit rate would need to be selected.

Finally, Fig. 7 shows the performance of the encoder for different numbers of levels of decomposition and different
wavelet filters. The 9/7 filter gives better results than the 5/3 filter in the range of the shown plot. It should be noted that
the video sequence cannot be decoded losslessly when using the 9/7 filter. If it is important for a lossless version of the
image to be available, the 5/3 filter has to be used instead.
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5 CONCLUSION

In this paper, a fine-grained scalable video coding method inspired by the EBCOT and ICER image encoders was pre-
sented. This method can be combined with other compression methods in a universal hardware compression system.
Although motion compensation is used by the scheme, no explicit motion vectors need to be transmitted, as they can be
regenerated by the decoder. The scheme allows the quality ofthe encoded bitstream to be degraded by simply transmitting
a subset of the whole bitstream, with no extra video coding required. Experimental results show that the rate distortion
characteristics of the scalable coding scheme are reasonably close to H.264/AVC with the added advantage of scalability.
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