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Abstract


The purpose of the calculus of durations is to reason about designs and requirements for time-critical systems, without explicit mention of absolute time. Its distinctive feature is reasoning about integrals of the durations of different states within any given interval. The first section introduces the running example, of leakage in a gas burner. The second section defines and axiomatizes the proposed calculus as an extension of interval temporal logic. The third section applies it to the problem described in the introduction. The fourth section briefly surveys alternative calculi.
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1. Introduction

A central step in development of software for real-time, embedded systems is to formalize and reason about real-time requirements. The duration calculus uses the integrated duration of states within a given interval of time to describe such requirements. Let for instance \( \text{Leak} \) denote an undesirable but unavoidable state of some system, perhaps a flow of unlit gas from the nozzle of a gas burner. A safety engineer may calculate that the ventilation required for normal combustion would prevent dangerous accumulation of gas, provided that the proportion of time spent in the leak state is not more than one twentieth of the elapsed time. The interval over which the system is observed should be at least one minute long—otherwise the requirement would be violated immediately on the start of a leak.

It is convenient to represent a state of a real-time system as a function from reals (representing \( t \)) to \( \{0, 1\} \), where 1 denotes that the system is in the state, and 0 denotes that the system is not in the state. The observation interval is taken to be bounded, and conventionally we let \( b \) stand for its start and \( e \) stand for its end. So we formulate the safety requirement as:

\[
\text{Req-1} \quad e - b \geq 60 \text{ sec. } \Rightarrow 20 \int_b^e \text{Leak}(t) \, dt \leq (e - b).
\]

An engineer with expert knowledge about gas combustion should be able to certify a statement of requirements expressed at this level of abstraction [13,14].
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Turning next to the task of design, certain decisions must be taken about how the agreed requirements are to be met. For example, a leak should be detectable and stoppable within one second; and then it is acceptable to wait thirty seconds before risking another leak by switching the gas on again. Using $c$ and $f$ to denote the end points of an arbitrary subinterval of the observation interval $b$ to $e$, these two decisions can be formalized:

**Des-1** \[ \int_{c}^{f} \text{Leak}(t) \, dt = (f - c) \Rightarrow f - c \leq 1 \text{ sec.} \]

**Des-2** \[ \text{Leak}(c) \land \text{Leak}(f) \land (\exists t \cdot c < t < f \land \neg \text{Leak}(t)) \Rightarrow 30 \text{ sec.} \leq f - c. \]

Clearly the conjunction of these two formulae implies the original requirement, a fact which should be proved and certified by the designing engineer before implementation proceeds. The objective of this paper is to provide a simple notation for expressing such theorems, and a simple calculus for proving them.

### 2. The duration calculus

The simplicity of temporal logic derives from elision of time variables. In interval temporal logic [9,4] the variables $b$ and $e$, denoting the end points of an arbitrary observation interval, are elided from expressions such as **Req-1**. Its main operator is “chop”, here denoted $\land$, in terms of which the usual modalities $\Diamond$ and $\Box$ can be defined. The duration calculus adopts this as primitive and introduces integrals of states over intervals as variables in the interval temporal logic.

#### 2.1. States

Simple states are Boolean variables, defined for every instant of time, and of finite variability. A state is infinitely varying on a (bounded) interval when the interval can be partitioned into a finite number of subintervals in which the state is constant almost everywhere [1]. Finite variability implies integrability. A state is an expression formed from simple states by the usual Boolean operators, for example $\neg P$ which is an abbreviation of $1 - P$. Finite variability is preserved by finite application of the Boolean operators.

#### 2.2. Durations

**Definition 1.** For an arbitrary state $P$ and an arbitrary observation interval $[b, e]$, the duration of $P$ is defined

\[ \int_{b}^{e} P(t) \, dt. \]

It follows that $\int 1 = e - b$. Thus our requirement **Req-1** can be encoded more succinctly as:

\[ \int 1 \geq 60 \text{ sec.} \Rightarrow 20 \int \text{Leak} \leq \int 1. \]

We now begin to list some simple theorems of analysis, which are sufficiently useful to be taken as axioms in a calculus of durations.
Axiom 1. $f(0) = 0$.

Axiom 2. For an arbitrary state $P$,

$$f(P) \geq 0.$$  

Axiom 3. For arbitrary states $P$ and $Q$,

$$f(P) + f(Q) = f(P \lor Q) + f(P \land Q).$$  

Using these axioms, we prove readily properties like:

Theorem 2. For an arbitrary state $P$,
(a) $f(P) + f(\neg P) = f(1)$,
(b) $f(P) \leq f(1)$.

2.3. Predicates

A state $P$ can be lifted to a simple predicate $[P]$ in interval temporal logic.

Definition 3. $[P] \triangleq (f(P) = f(1)) \land (f(1) > 0)$.

This means that $P$ holds almost everywhere in a proper observation interval. We use $[\ ]$ to denote the predicate which is true only for point intervals.

Definition 4. $[\ ] \triangleq (f(1) = 0)$.

In the following, we use the conventional logical connectives on predicates as well as states. This does not lead to ambiguities because a state will occur only after the duration symbol ($f$) or within predicate brackets ($f(\cdot)$).

It is easy to prove that an observation interval is either a proper interval or a point interval:

Theorem 5. $[1] \lor [\ ]$.

Theorem 6. For any state $P$,
(a) $[P] \Rightarrow (f(\neg P) = 0)$,
(b) $[\ ] \Rightarrow (f(P) = 0)$.

The following theorem expresses monotonicity of $f$:

Theorem 7. For states $P$ and $Q$,

$$[P \Rightarrow Q] \Rightarrow (f(P) \leq f(Q)).$$  

The basic interval temporal logic operator is “chop” (\$).
Definition 8. Let $B$ and $C$ be predicates with the special free variables $b$ and $e$

$$(B \circ C) \overset{\text{def}}{=} \exists m \cdot (b \leq m \leq e) \land B[m/e] \land C[m/b].$$

As usual $[m/e]$ denotes substitution of $m$ for $e$, and $[m/b]$ substitution of $m$ for $b$ in the predicates. Thus $B \circ C$ is true of any interval which can be split into two subintervals, of which the first satisfies $B$ and the second satisfies $C$.

The definition of $\circ$ is exactly analogous to that of relational composition [2], and has the same properties; for example it is associative, has the point interval $[1,1]$ as unit, $false$ as zero, and distributes through disjunction ($\lor$), but not through conjunction ($\land$).

The conventional modal operators can also be defined:

Definition 9. For a predicate $B$,

$$\Diamond B \overset{\text{def}}{=} true \land B \lor true.$$  

This is true of any interval in which $B$ holds for some subinterval.

Definition 10. For a predicate $B$,

$$\Box B \overset{\text{def}}{=} \neg \Diamond \neg B.$$  

This is true of any interval when $B$ holds in every subinterval of it.

Monotonicity of $\circ$ is a general property of interval temporal logic; that is, for predicates $B$, $C$ and $D$,

$$\Box (B \Rightarrow C) \Rightarrow \Box ((B \Rightarrow D \Rightarrow C \Rightarrow D) \land (D \Rightarrow B \Rightarrow D \Rightarrow C)).$$

The basic axiom relating $\circ$ and $\land$ states that the duration of a state in an interval is the sum of its duration in each partition into subintervals.

Axiom 4. Let $P$ be a state and $r,s$ nonnegative reals

$$\left( \int P = r + s \right) \Rightarrow \left( \int P = r \right) \land \left( \int P = s \right).$$

Accepting this axiom, we can prove properties like the following:

Theorem 11. For a state $P$ and nonnegative reals $r$, $s$, $t$ and $u$

$$\left( r \leq \int P \leq s \right) \land \left( t \leq \int P \leq u \right) \Rightarrow \left( r + t \leq \int P \leq s + u \right).$$

The next theorem states arbitrary divisibility of intervals; i.e., density of time.

Theorem 12. For a state $P$,

$$\left( [P] \circ \neg [P] \Rightarrow [P] \right).$$

It is useful to have an induction rule which extends a hypothesis over adjacent subintervals. Such a rule relies on the finite variability of states and on the finitude of the intervals, that any interval can be split into a finite alternation of state $P$ and state $\neg P$.

Induction rule. Let $X$ denote a formula letter occurring in the formula $R(X)$ and let $P$ be a state.

If $R[\bot]$ holds, and $R(X \lor X \circ [P] \lor X \circ \neg [P])$ is provable from $R(X)$, then $R(true)$ holds.
A symmetric rule uses $[P] \diamond X$ for $X \vdash [P]$ and $[\neg P] \diamond X$ for $X \vdash [P]$. Induction can be used to prove that a proper interval ends with either $P$ or $\neg P$.

**Theorem 13.** For a state $P$,

$$(\text{true} \vdash [P]) \vee (\text{true} \vdash [\neg P]) \vee [\_].$$

As induction hypothesis, the proof uses $R(X) \vdash X \Rightarrow (\text{true} \vdash [P]) \vee (\text{true} \vdash [\neg P]) \vee [\_]$.

The four axioms and the induction rules can be shown to constitute a sound and (relative) complete formal system of durations [15].

3. Example

Using the notations introduced above, the requirement and design decisions for the Gas Burner of Section 1 can be coded in the duration calculus.

**Req-1** \[1 \geq 60 \text{ sec.} \Rightarrow \text{Safe},\]

where \text{Safe} \equiv 20 / \text{Leak} \leq 1.

**Des-1** \[\Box ([\text{Leak}] \Rightarrow [1 \leq 1 \text{ sec.}]).\]

**Des-2** \[\Box (\Diamond [\text{Leak}]) \wedge (\Diamond [\neg \text{Leak}]) \wedge (\Diamond [\text{Leak}]) \Rightarrow [1 \geq 30 \text{ sec.}].\]

An application of the calculus is a proof that the design decisions imply the requirement. The proof rests on two lemmas.

**Lemma 14.** Des-1 $\land$ Des-2 $\Rightarrow$ $\Box ($Triple $\Rightarrow$ Safe), where

$$\text{Triple} \equiv ([\text{Leak}] \wedge [1 \leq 0.5 \text{ sec.}]) \wedge [\neg \text{Leak}] \wedge [\text{Leak}].$$

**Lemma 15.** $[\text{Leak}] \Rightarrow [\text{Leak}] \wedge [1 \leq 0.5 \text{ sec.}]$

The proof of Lemma 14 is

$$\Box (\text{Triple}) \Rightarrow (\Diamond [\text{Leak}]) \wedge (\Diamond [\neg \text{Leak}]) \wedge (\Diamond [\text{Leak}]) \wedge ([\text{Leak}] \leq 0.5) \wedge ([\text{Leak} = 0]) \wedge ([\text{Leak} \leq 1]) \Rightarrow ([1 \geq 30] \wedge ([\text{Leak} \leq 1.5]) \Rightarrow \Box ($Safe$).$$

The proof of Lemma 15 is

$$[\text{Leak}] \Rightarrow [\text{Leak} = 1 > 0] \Rightarrow \exists r,u > 0 : u \leq 0.5 \land [\text{Leak} = f1 = r + u] \Rightarrow \exists r,u > 0 : u \leq 0.5 \land ([\text{Leak} = f1 = r] \Rightarrow [\text{Leak} = f1 = u]) \Rightarrow \exists r,u > 0 : [\text{Leak}] \wedge ([\text{Leak}] \wedge [1 \leq 0.5]) \Rightarrow [\text{Leak}] \wedge ([\text{Leak}] \wedge [1 \leq 0.5])$$

($\Rightarrow$-monotonicity, Theorems 2, 6, Des-1)

(Des-2, Theorem 11)

(arithmetic)

(Definition 3)

(Axioma 4)

(Definition 3)

(predicate logic)
The main proof: \((\text{Des-1} \land \text{Des-2} \land / 1 \geq 60) \Rightarrow \text{Safe}\) uses Theorem 13 to divide the proof into three cases: \(\lfloor \text{true} \land \neg \text{Leak} \rfloor \lor (\text{true} \land \neg \text{Leak} \lor / 1 < 0.5 \land \neg \text{Leak})\). The first case \(\lfloor \text{true} \land \neg \text{Leak} \rfloor\) is trivial, because the premiss / 1 \geq 60 is not satisfied by a point interval. The two other cases are proven using the induction rule with \(R(X)\) defined by the predicate

\[
\begin{align*}
\text{Des-1} \land \text{Des-2} \land / 1 \geq 60 \\
\Rightarrow \\
(X \land \neg \text{Leak} \Rightarrow \text{Safe}) \\
\land (X \land \neg \text{Leak} \Rightarrow \text{Safe}) \\
\land (X \land \neg \text{Leak} \Rightarrow (\neg \text{Leak} \lor \text{Safe} \land / 1 < 0.5 \land \neg \text{Leak}))
\end{align*}
\]

The base case \(R(\lfloor \text{false} \rfloor)\) holds because \([\text{Leak}]\) and \(\text{Des-1}\) do not satisfy the premiss / 1 \geq 60, while \(\neg \text{Leak}\) satisfies Safe trivially. As \(R(X)\) distributes over disjunction, the induction step can be separated into a proof of \(R(X \land \neg \text{Leak})\) and \(R(X \land \neg \text{Leak})\).

The induction step with \(R(X \land \neg \text{Leak})\) has three parts:

\[
\begin{align*}
X \land \neg \text{Leak} \land \neg \text{Leak} & \quad (\text{Theorem 12}) \\
\Rightarrow X \land \neg \text{Leak} \land \neg \text{Leak} & \quad (R(X)) \\
\Rightarrow \text{Safe} & \quad (\text{Theorem 6}) \\
X \land \neg \text{Leak} \land \neg \text{Leak} & \quad (\text{Theorem 6}) \\
\Rightarrow (X \land \neg \text{Leak}) \land (\neg \text{Leak} = 0) & \quad (R(X)) \\
\Rightarrow \text{Safe} \land (\neg \text{Leak} = 0) & \quad (\text{Axiom 4, arithmetic}) \\
\Rightarrow \text{Safe} & \quad \text{and}
\end{align*}
\]

\[
\begin{align*}
X \land \neg \text{Leak} \land \neg \text{Leak} & \quad (\text{Lemma 15}) \\
\Rightarrow X \land \neg \text{Leak} \land \neg \text{Leak} & \quad (R(X)) \\
\Rightarrow \text{Safe} \land (\neg \text{Leak} \land / 1 < 0.5 \land \neg \text{Leak}) & \quad (\text{R}(X)) \\
\Rightarrow \text{Safe} & \quad \text{and}
\end{align*}
\]

The induction step with \(R(X \land \neg \text{Leak})\) has two parts:

\[
\begin{align*}
X \land \neg \text{Leak} \land \neg \text{Leak} & \quad (\text{R}(X)) \\
\Rightarrow (\neg \text{Leak} \lor \text{Safe} \land (\neg \text{Leak} \land / 1 < 0.5 \land \neg \text{Leak}) & \quad (\text{R}(X)) \\
\Rightarrow \neg \text{Leak} \land \neg \text{Leak} \lor \text{Safe} \land (\neg \text{Leak} \land / 1 < 0.5 \land \neg \text{Leak}) & \quad (\text{Theorem 6, Des-1, Lemma 14}) \\
\Rightarrow (\neg \text{Leak} = 0) \land (\neg \text{Leak} \land / 1 < 0.5 \land \neg \text{Leak}) \lor \text{Safe} \land \text{Safe} & \quad (\text{if } / 1 \geq 60, \text{Axiom 4}) \\
\Rightarrow \text{Safe} & \quad (\text{Axiom 4, arithmetic}) \\
\Rightarrow \text{Safe} & \quad \text{and}
\end{align*}
\]

\[
\begin{align*}
X \land \neg \text{Leak} \land \neg \text{Leak} & \quad (\text{Theorem 12}) \\
\Rightarrow X \land \neg \text{Leak} \land \neg \text{Leak} & \quad (R(X)) \\
\Rightarrow \text{Safe} \lor (\neg \text{Leak} \land \neg \text{Leak} \land / 1 < 0.5 \land \neg \text{Leak}) & \quad (R(X)) \\
\Rightarrow \text{Safe} & \quad \text{and}
\end{align*}
\]

Thus \(R(\text{true})\), which completes the proof.

4. Other approaches

A specification in timed CSP [12,3] uses \(s\) to stand for an arbitrary trace of timed events. For simplicity, let the events up \(\uparrow \text{Leak}\) and down \(\downarrow \text{Leak}\) be the only events occurring in \(s\); the design decisions can then be encoded

\[
\forall t, u: \mathbb{R} \\ \langle (t, \uparrow \text{Leak}), (u, \downarrow \text{Leak}) \rangle \text{ in } s \Rightarrow (u - t) \leq 1 \text{ sec}.
\]
and
\[ \forall t,u : R \cdot ((t, \downarrow \text{Leak}), (u, \uparrow \text{Leak})) \text{ in } s \Rightarrow (u-t) \geq 30 \text{ sec.} \]

Timed CSP has a specification oriented semantics which permits proof that a program is correct. It has a very high expressive power, and it might be possible to interpret duration formulae as abstraction of formulae like the ones above.

In Real Time Logic [6], the \( i \)th occurrence of an event \( a \) is denoted by \( @a(i, i) \). Assuming the initial state is \( \neg \text{Leak} \), we can specify our design:
\[ \forall i : @((\downarrow \text{Leak}, i) - @((\uparrow \text{Leak}, i) \leq 1 \text{ sec.} \]

and
\[ \forall i : @((\uparrow \text{Leak}, i + 1) - @((\downarrow \text{Leak}, i) \geq 30 \text{ sec.} \]

RTL has good expressive power, and is quite convenient to describe systems where there is a simple correlation (e.g. identity) between the event numbers of related events.

Pnueli and Harel [10] suggest use of an increasing (temporal) variable \( T \) to stand for the current time, and a finite number of global variables \( x, y, z, \ldots \) to denote time instants. So the design decisions can be expressed:
\[ (T = x \land \neg \text{Leak}) \Rightarrow \Box((T \leq x + 1) \land T = x \land \neg \text{Leak}) \land \neg (T = x \land \neg \text{Leak} \land \Box((T < x + 30) \land \neg \text{Leak})))\]

Koyman's metric temporal logic [8], used by Hooman and Widom [5] for program specifications, has timed until operators \( \forall x \leq, \) and \( \forall x \geq, P \forall x < Q (P \forall x \geq Q) \) means that \( P \) holds from the current time \( c \), and continually until \( Q \) holds at some time \( t' \), where \( t' \leq c + t \) (\( t' \leq c + t \)). The first design decision is easily expressed
\[ \text{Leak} \forall x \leq \neg \text{Leak} \]

and it is also possible to express the second one
\[ \text{Leak} \forall((\neg \text{Leak}) \forall \neg \text{Leak}) \Rightarrow \text{Leak} \forall((\neg \text{Leak}) \forall \neg \text{Leak}) \]

In all these approaches time is observed at the moments when state transitions take place. Durations are then given by arithmetic expressions in time variables.

5. Conclusion

The most distinctive characteristic of the Duration Calculus is the simple way of describing proportional requirements such as \textbf{Req-1}. Secondly, it is easy to express invariant properties independent of initial states or initialisation transients. Thirdly there is complete symmetry between past and future time. The last two are properties of interval temporal logic.

The Calculus has been used to specify requirements and designs for a few real-time systems, e.g. [11]; but no full analysis has been made of its expressive power. A proof that a delivered program meets the design decisions which constitute its specification has not been attempted. For this, the behaviour of the program should be expressible in the same notation as its specification, so that correctness is established by simple implication. We will therefore need a specification-oriented semantics for the programming language, a topic which will be the subject of a companion paper [7].
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