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## 1 Group Actions

Let $X$ be a set (usually finite with $|X|=n$ ). The symmetric group is the group consisting of all permutations on $X$, and it is denoted by $S_{X}$. If $|X|=n$ then $\left|S_{X}\right|=n!$. Let $G$ be a group. An action of $G$ on $X$ is a homomorphism from $G$ to $S_{X}$.

If $\phi: G \rightarrow S_{X}$ is an action, then $\phi(g)$ is often denoted by $\widehat{g}$, and $\phi(G)$ by $\widehat{G}$. Note that $\widehat{G} \leq S_{X}$, each $\widehat{g}$ is a bijection (permutation) on $X$ and, since $\phi$ is a homomorphism,

$$
\widehat{g h}=\widehat{g} \circ \widehat{h} .
$$

If $\phi$ is injective then we say that the action is faithful.

## Examples

1. Let $G=\left\{a, a^{2}, a^{3}, a^{4}=1\right\}$ be the cyclic group of order 4. Let $X=$ $\{1,2,3,4\}$ be the set of four vertices of a square (numbered in an anticlockwise sense). Define the following action of $G$ on $X: a^{i} \mapsto \operatorname{rot}_{\pi i / 2}$, where $\operatorname{rot}_{\pi i / 2}$ denotes the permutation of the vertices induced by an anticlockwise rotation of the square through an angle of $\pi i / 2$. Therefore,

$$
\begin{array}{rlrl}
a & \mapsto(1234) & & (=\widehat{a}) \\
a^{2} \mapsto(13)(24) & & \left(=\widehat{a^{2}}\right) \\
a^{3} & \mapsto(1432) & \left(=\widehat{a^{3}}\right) \\
& 1 \mapsto \text { id } & (=\widehat{1}) .
\end{array}
$$

One should check (it is easy) that this does in fact define an action, that is, $\phi$ is a homomorphism, meaning that $\phi\left(a^{i}\right) \phi\left(a^{j}\right)=\phi\left(a^{i} a^{j}\right)$. Notice how this homomorphism is bringing out the similarity between the algebraic significance of "cyclic" in "cyclic group" and the geometric significance of the "cyclic" rotations carried out on the square.
2. The group $G$ is as above, but now $X=\{x, y\}$ where $x$ and $y$ are the two diagonals of the square. The action is now defined by mapping $a^{i}$ onto the permutation induced on the diagonals by a rotation of the square through $\pi i / 2$. Therefore in this case, $\widehat{a}=(x y), \widehat{a^{2}}=\mathrm{id}, \widehat{a^{3}}=(x y)$ and $\widehat{a^{4}}=\widehat{1}=\mathrm{id}$.

Note that in the first example the action is faithful but in the second it is not. When the action is faithful, $G$ and $\widehat{G}$ (that is, $\phi(G)$ ) are isomorphic. Therefore $G$ would be isomorphic to a subgroup $(\widehat{G})$ of $S_{X}$. In this case we often do not distinguish between $G$ and $\widehat{G}$ and we say that $G$ is a subgroup of $S_{X}$, and we denote $\widehat{g}$ by $g$. Conversely, if $G$ is a subgroup of $S_{X}$, that is, $G$ is a group of permutations of the set $X$, then trivially there is an action of $G$ on $X$ - just take $\phi: G \rightarrow S_{X}$ to be the identity. In fact, our definition of "action" is meant to extend precisely this clear case of an action on $X$, that is when the group consists of permutations of $X$.
3. Let $G=\left\{1, a, a^{-1}, a^{2}, a^{-2}, \ldots\right\}$ be the infinite cyclic group, and let $X=\mathbb{R}$, the real line. For any real number $i$, let $\operatorname{tr}_{i}$ be a shift or translation of $\mathbb{R}$ through $i$; that is, $\mathrm{tr}_{i}$ is a function on $\mathbb{R}$ defined by $\mathrm{tr}_{i}(x)=x+i$. Clearly, each $\mathrm{tr}_{i}$ is a
bijection on $\mathbb{R}$. Define an action of $G$ on $\mathbb{R}$ by $a^{i} \mapsto \operatorname{tr}_{i}$. Check that this is, in fact, an action (that is, $\widehat{a^{i}} \circ \widehat{a^{j}}=\widehat{a^{i} a^{j}}$ ) and that it is faithful.
4. Let $G$ and $X$ be as in the previous example. Let $\mathrm{rf}_{i}$ denote reflection of $\mathbb{R}$ through the origin $i$ times, in other words, $\mathrm{rf}_{i}$ is a function on $\mathbb{R}$ defined by $\mathrm{rf}_{i}(x)=(-1)^{i} x$. The action is now defined by $a^{i} \mapsto \mathrm{rf}_{i}$. This therefore boils down to the following: if $i$ is even then $a^{i}$ is mapped onto the identity transformation on $\mathbb{R}$, while if $i$ is odd then $a^{i}$ is mapped onto the function on $\mathbb{R}$ defined by $x \mapsto-x$. Again, check that this defines an action. Clearly it is not faithful.

## 5. Cayley's Theorem

Let $G$ be any group, and let $X=G$, that is, we are going to create an action of $G$ on itself. For any $g \in G$ define the function $f_{g}: G \rightarrow G$ by $f_{g}(x)=g x$ (this will be called left translation). Then the proof of Cayley's Theorem consists in the following steps:
(i) Show that $f_{g}$ is a bijection on $G$, that is, $f_{g} \in S_{G}$. This shows that the function $\phi$ defined by $\phi(g)=f_{g}$ is a function from $G$ to $S_{G}$;
(ii) Show that $\phi$ is a homomorphism, that is, $\phi(g) \phi(h)=\phi(g h)$, that is, $f_{g} \circ f_{h}=$ $f_{g h}$ - therefore (i) and (ii) give that $\phi$ is an action of $G$ on $G$;
(iii) Show that $\phi$ is injective, that is, the action is faithful;
(iv) Conclude that $G$ is isomorphic to $\phi(G)$, that is, to a subgroup of $S_{G}$.

Exercise. Complete all the details of the proof of Cayley's Theorem.

## 2 The Orbit-Stabiliser Theorem

Consider an action of the group $G$ on a set $X$. Let $x \in X$. The orbit of $x$, denoted by $G(x)$ is the set defined by

$$
\{y \in X: y=\widehat{g}(x) \text { for some } g \in G\}
$$

Note that this is a subset of $X$.
Exercise: Define a relation on $X$ by: $x \sim y$ iff there is some $g \in G$ SUCH THAT $y=\widehat{g}(x)$. Show that $\sim$ IS AN EQUIVALENCE RELATION AND THAT THE EQUIVALENCE CLASSES ARE PRECISELY THE ORBITS OF THE ACTION OF $G$ on $X$. Therefore the orbits form a partition of $X$, that is, any TWO DISTINCT ORbITs HAVE NO ELEMENT IN COMMON, AND EACH ELEMENT of $X$ LIES in exactly one orbit.

The stabiliser of $x$, denoted by $G_{x}$, is defined to be the set

$$
\{g \in G: \widehat{g}(x)=x\}
$$

Note that this is a subset of $G$. Our first lemma in fact says more.
Lemma 1. $G_{x} \leq G$.
Proof. Let $g, h \in G_{x}$. Then $\widehat{g}(x)=\widehat{h}(x)=x$. Since $\widehat{g h}=\widehat{g} \widehat{h}, \widehat{g h}(x)=$ $\widehat{g}(\widehat{h}(x))=x$. Therefore $g h \in G_{x}$ (closure).

Also, since $\widehat{g}(x)=x$ then $\widehat{g}^{-1}(x)=x$. But $\widehat{g}^{-1}=\widehat{g^{-1}}$ since $g: \mapsto \widehat{g}$ is a homomorphism (an action), therefore $\widehat{g^{-1}}(x)=x$, that is, $g^{-1} \in G_{x}$.

Therefore $G_{x} \leq G$, as required.
Lemma 2. Let $y \in G(x)$ and $g, h \in G$ such that $\widehat{g}(x)=\widehat{h}(x)=y$. Then the left cosets $g G_{x}$ and $h G_{x}$ are equal.

Proof. Let $z \in g G_{x}$, that is, $z=g k$ for some $k \in G_{x}$; therefore $z=$ $h h^{-1} g k=h\left(h^{-1} g k\right)$. But $\widehat{h^{-1} g k}=\widehat{h}^{-1} \widehat{g} \widehat{k}$ and $\widehat{h}^{-1} \widehat{g} \widehat{k}(x)=x$, therefore $h^{-1} g k \in$ $G_{x}$. Hence, $z \in h G_{x}$, that is, $g G_{x} \subseteq h G_{x}$.

Similarly, $h G_{x} \subseteq g G_{x}$.
Theorem 1. The Orbit-Stabiliser Theorem Let $G$ be a finite group acting on a finite set $X$, and let $x \in X$. Then

$$
\left|G_{x}\right| \cdot|G(x)|=|G|
$$

Proof. We shall prove that $|G(x)|=|G| /\left|G_{x}\right|=\left[G: G_{x}\right]$, the index of $G_{x}$ in $G$, that is, the number of cosets of $G_{x}$ in $G$.

Define the function $f$ from $G(x)$ into the set of left cosets of $G_{x}$ as follows: Let $y \in G(x)$ and let $y=\widehat{g}(x)$ for some $g \in G$ (such a $\widehat{g}$ must exist since $y \in G(x))$. Then let $f(y)=g G_{x}$. All we have to do is to show that $f$ is a bijection.

Note first the very important point that $f$ is well-defined by virtue of Lemma 2 - that is, any choice of $g$ would give the same coset $g G_{x}$, provided $y=\widehat{g}(x)$.

Surjectivity follows practically from the definitions. Consider any $g G_{x}$. Let $y=\widehat{g}(x) \in G(x)$. Then clearly $f(y)=g G_{x}$.

Now for injectivity. Let $f(y)=f(z)$. Therefore $g G_{x}=h G_{x}$, where $\widehat{g}(x)=y$ and $\widehat{h}(x)=z$. Then $g \in g G_{x}=h G_{x}$, therefore $g=h k, k \in G_{x}$. Hence $\widehat{g}=\widehat{h k}$, therefore $y=\widehat{g}(x)=\widehat{h k}(x)=\widehat{h}(\widehat{k}(x))=\widehat{h}(x)=z$.

Example. Find the order of the group $G$ of symmetries of a regular tetrahedron.
Solution. Consider the action of the group on the vertices of the tetrahedron. Clearly all the four vertices are in the same orbit because, given any two vertices, there is some symmetry of the tetrahedron which moves one into the other. Therefore, if $x$ is any vertex, $|G(x)|=4$. Now consider $G_{x}$, the stabiliser of $x$. Fixing a vertex allows three symmetries of the tetrahedron (do not forget to count the identity). Therefore $\left|G_{x}\right|=3$. Hence, $|G|=|G(x)| \cdot\left|G_{x}\right|=12$.

The next sections will contain deeper applications of the Orbit-Stabiliser Theorem.

## Problems.

1. Let $G=G L(2, \mathbb{R})$, THAT IS THE GROUP OF ALL INVERTIBLE $2 \times 2$ REAL MATRICES, AND LET $G$ ACT ON THE POINTS OF $\mathbb{R}^{2}$ BY MATRIX MULTIPLICAtion. Consider the action of $G$ on the straight lines in $\mathbb{R}^{2}$ through the origin. If $L$ is the Line $y=2 x$, that is, $L=\left\{(x, 2 x): x \in \mathbb{R}^{2}\right\}$, FIND $G(L)$ AND $G_{L}$.

Now let $H$ be the subgroup of $G$ Consisting of all matrices of THE FORM

$$
\left(\begin{array}{ll}
a & 0 \\
0 & b
\end{array}\right)
$$

AND ALL MATRICES OF THE FORM

$$
\left(\begin{array}{ll}
0 & a \\
b & 0
\end{array}\right)
$$

Where $a, b$ EQUAL 1 OR -1 . (Therefore $H$ CONTAIns 8 MATRICES.) Find $H(L)$ and $H_{L}$.
*2. Let $X=\{1,2, \ldots, 7\}$ and let $G$ Be the following group of PERMUTATIONS OF ELEMENTS OF $X$ :

$$
G=\{\operatorname{ID},(1234)(56),(13)(24),(1432)(56)\}
$$

First of all check that $G$ is in fact a group (closure)-it is in FACT ISOMORPHIC TO THE CYCLIC GROUP OF ORDER 4. THEN FIND $G_{1}, G_{5}$, $G_{7}, G(1), G(5)$ AND $G(7)$.
*3. Let $G$ be a group of order 55 acting on a set $X$ of order 18. Show that this action must have at least two fixed points. (A fixed point of the action is an element of $X$ which is left fixed by ANY $\widehat{g}$, IN OTHER WORDS, IT IS AN ELEMENT WHOSE ORBIT CONSISTS ONLY OF ITSELF.)
*4. Suppose $G$ is an abelian subgroup of $S_{X}$, and suppose that the action of $G$ on $X$ has only one orbit (that is, all of $X$ ). Show THAT $|G|=|X|$.

## 3 Cauchy's Theorem

In this section we shall see how a simple but powerful use of group actions can give us a quick proof of a very important and nontrivial result.

Cauchy's Theorem. Let $G$ be a finite group and let $p$ be a prime number such that $p||G|$. Then $G$ contains an element of order $p$, that is, $G$ contains an element $a \neq 1$ such that $a^{p}=1$.

Proof. Let $X$ be the set of all sequences $a_{1}, a_{2}, \ldots, a_{p}$ of elements of $G$ (not necessarily distinct) such that

$$
a_{1} a_{2} \ldots a_{p}=1
$$

We would like to show that there is such a sequence all of whose terms are equal (and not equal to 1) -because in this case if all the terms are equal, say, to $a \neq 1$, then we conclude that $a^{p}=1$, as required. We shall show the existence of such a sequence by defining an appropriate group action on $X$.

But first let us determine $|X|$. Each of the first $p-1$ terms of any sequence in $X$ can be chosen in $|G|$ different ways, that is, any element of $G$ can be chosen. But then, having determined the first $p-1$ terms, the $p$ th term can only be

$$
\left(a_{1} a_{2} \ldots a_{p-1}\right)^{-1}
$$

Therefore $|X|=|G|^{p-1}$. Hence (and this is the important conclusion for what follows)

$$
p \text { divides }|X|
$$

We will define an action of $\mathbb{Z}_{p}$ (the group of integers under addition modulo $p$, that is, the cyclic group of order $p$ ) as follows. Given $m \in \mathbb{Z}_{p}$, let $\widehat{m}$ be defined by the transformation

$$
\widehat{m}:\left(a_{1}, a_{2}, \ldots, a_{p}\right) \mapsto\left(a_{m+1}, \ldots, a_{p}, a_{1}, \ldots, a_{m}\right)
$$

that is, the element $m$ in the cyclic group $\mathbb{Z}_{p}$ is mapped onto the cyclic shift (to the left) of the sequence through $m$ steps.

It is an easy exercise to check that this is an action, that is, $\widehat{m+n}=\widehat{m} \circ \widehat{n}$ (remember that addition is modulo $p$ ). Now, by the orbit stabiliser theorem, the size of any orbit must divide the size of the acting group $\mathbb{Z}_{p}$, that is, the size of any orbit must be either 1 or $p$. Let there be $s$ orbits of size 1 and $t$ orbits of size $p$. Note that there surely exists one orbit of size 1 , namely that consisting of the sequence all of whose terms are equal to the identity of $G$. Let us, for the moment, call this the trivial orbit.

Since the orbits form a partition of $X$, we have,

$$
s+p . t=|X| .
$$

But we have seen that $p$ divides $|X|$ therefore $s$ must also be a multiple of $p$. By the last observation in the previous paragraph, $s$ must be at least 1. Therefore $s$ must be at least $p$. Hence, apart from the trivial orbit, there are at least $p-1$ other orbits of size 1 . Now consider such a nontrivial orbit. Its single element is a sequence $\left(a_{1}, a_{2}, \ldots, a_{p}\right)$ which remains unchanged under any cyclic shift. Therefore all the terms of the sequence must be equal, say equal to $a$. Therefore $a^{p}=1, a \neq 1$, as required.

Remark. Note that we have in fact proved that there are at least $p-1$ elements $a$ satisfying $a^{p}=1, a \neq 1$.

The above proof has introduced us to the very important idea of fixed points of an action. More precisely, let the group $G$ act on the set $X$. Then $x \in X$ is said to be a fixed point in this action if, for every $g \in G, \widehat{g}(x)=x$. In other words, $x$ is a fixed point iff it is the only element in its orbit, that is, its orbit has size 1. We shall have more to say about fixed points in what follows. (See also Problem 3 of Section 2.)

Exercise. Without using Cauchy's Theorem, prove the following Special case: If $G$ is a group of even order, then it contains an element $a \neq 1 \mathrm{such}$ that $a^{2}=1$. [Hint: Removing the identity from $G$ leaves an odd number of elements. Now pair off inverses, that is, Pair off the elements of $G-\{1\}$ as $\left\{x, x^{-1}\right\}$. Since an odd number of elements are being paired, some element must be its own inverse.]

## 4 Conjugacy

The single most important instance of a group acting on itself is the action of conjugacy. Let $G$ be a group and let the set $X$ on which $G$ will be acting be
also $G$. For any $g \in G$ let $\widehat{g}$ be the mapping on $G$ defined by

$$
\widehat{g}(x)=g x g^{-1} .
$$

We first have to show that this does define an action. First of all, any $\widehat{g}$ is injective since, if $\widehat{g}(x)=\widehat{g}(y)$ then $g x g^{-1}=g y g^{-1}$ and therefore $x=y$ by cancellation. Also, $\widehat{g}$ is surjective since, given $y \in G$, the element $x=g^{-1} y g$ is in $G$ and clearly $\widehat{g}(x)=y$. Therefore $\widehat{g}$ is a permutation of $G$. Lastly, we must show that $\phi: g \mapsto \widehat{g}$ is a homomorphism. But $\widehat{g h}(x)=(g h) x(g h)^{-1}=$ $g h x h^{-1} g^{-1}=\widehat{g}(\widehat{h}(x))$, that is, $\widehat{g h}=\widehat{g} \widehat{h}$, and hence $\phi$ is a homomorphism.

The action we have just defined is called conjugacy. Conjugacy is so important that some special terminology has been developed in this case. For example, $\widehat{g}(x)$ is often denoted by $x^{g}$. If two elements $x, y \in G$ are in the same orbit under conjugacy, then we say that $x$ and $y$ are conjugate elements-therefore $x, y \in G$ are conjugate iff there is some element $g \in G$ such that $y=g x g^{-1}$. Conjugacy is therefore an equivalence relation and the orbits of the action-or, the equivalence classes of the relation-are called conjugacy classes.

Notice that conjugacy is, in general, not a faithful action (that is, $\phi$ is not injective, that is, different elements $g, h \in G$ could correspond the same permutation of $G$, that is $\widehat{g}$ and $\widehat{h}$ could be the same permutation even though $g \neq h)$. For example, if $G$ is an abelian group, then $\widehat{g}(x)=g x g^{-1}=g g^{-1} x=x$, and therefore every $\widehat{g}$ is the identity permutation. This is the extreme situation, and it tells us that conjugacy is not interesting for abelian groups. In fact the sequel will show us that conjugacy is, in some sense, a measure of how nonabelian the group is.

Which are the fixed points of this action? An element $x \in G$ is a fixed point iff, for all $g \in G, \widehat{g}(x)=x$. Hence, $g x g^{-1}=x$, that is, $g x=x g$. Therefore $x$ is a fixed point iff it commutes with all the elements of $G$. The set of all fixed points is called the centre of $G$, and it is denoted by $Z(G)$. That is,

$$
Z(G)=\{x \in G: g x=x g \text { for all } g \in G\} .
$$

Keep in mind that the centre consists of all those elements of $G$ which commute with every other element.

What about the stabiliser of $x \in G$ ? An element $g \in G$ is in the stabiliser $G_{x}$ iff $\widehat{g}(x)=x$, that is, $g x g^{-1}=x$, that is, $g x=x g$. The stabiliser of $x$ is therefore the set of all those elements in $G$ which commute with $x$. This set is given a special name, the centraliser of $x$, and it is denoted by $C(x)$. We therefore have

$$
C(x)=\{g \in G: g x=x g\} .
$$

## Exercises.

In the following exercises, $\widehat{g}$ always denotes the permutation $\widehat{g}: x \mapsto g x g^{-1}$.

1. Let $x$ and $y$ be conjugates. Then the order of $x$ is equal to THE ORDER OF $y$.
2. If $g \in Z(G)$ then $\widehat{g}$ is the identity permutation.
3. FOR ANY $x \in G, C(x) \leq G ; C(x)=G$ IFF $x \in Z(G)$.

The centre $Z(G)$ is a normal subgroup of $G$-in fact, if $H$ is a subgroup of $G$ contained in $Z(G)$ then $H$ is a normal subgroup of $G$. For any $x \in G, C(x)$ contains $Z(G)$.
4. Let $N \unlhd G$. Then $N$ is equal to the union of conjugacy classes of $G$.
5. The mapping $\widehat{g}$ is more than just a permutation (bijection) of $G$-IT IS ALSO A HOMOMORPHISM, THAT IS, $\widehat{g}$ IS AN automorphism (BIJECTIVE HOMOMORPHISM) OF $G$. LATER ON WE SHALL STUDY AUTOMORPHISMS AND WE SHALL THEN LOOK MORE CLOSELY AT THE ROLE OF $\widehat{g}$ AS AN AUTOMORPHISM OF $G$.

All we have said above about conjugacy holds for infinite groups - we did not need, nor did we assume, that $G$ is finite. But now suppose $|G|$ is finite. Remember that the conjugacy classes partition $G$. Also, by the Orbit-Stabiliser Theorem, the size of each conjugacy class divides $|G|$. This situation is similar to the case of the cosets of a subgroup of $G$. But, unlike the situation with cosets, the sizes of the conjugacy classes are, in general, not all equal. How many classes have size 1? We have seen above that the answer is $|Z(G)|$. Suppose that there are $c$ other conjugacy classes (that is, of size greater than 1 ), and let their sizes be $n_{1}, n_{2}, \ldots, n_{c}$. As we have said, each $n_{i}$ divides $|G|$. Note that we are not assuming anything regarding whether or not some (or all) of the $n_{i}$ are equal. Also, if $G$ is abelian, that is, $G=Z(G)$, then there are no conjugacy classes apart from those of size 1 , and therefore all these $n_{i}$ would be zero. Remember, however, that $|Z(G)| \geq 1$ because the centre certainly contains the identity element.

Now, since the conjugacy classes partition $G$, adding all their sizes gives $|G|$, that is,

$$
|G|=|Z(G)|+n_{1}+n_{2}+\cdots+n_{c}
$$

This very important equation is called the class equation. This equation can be written in another way. By the Orbit-Stabiliser Theorem, the size of the orbit of $x \in G$ is equal to $|G| /|C(x)|$. Therefore, summing the sizes of all the orbits gives the class equation in the form

$$
|G|=\sum_{x} \frac{|G|}{|C(x)|}=|Z(G)|+\sum_{y} \frac{|G|}{|C(y)|}
$$

where the first summation runs over one element from each conjugacy class whereas the second summation runs over one element from each conjugacy class whose size is $\geq 2$.

## Applications to $p$-groups.

Let $p$ be prime. A finite group $|G|$ is said to be a $p$-group if $|G|=p^{r}, r \geq 1$.
Exercise. Show that $G$ IS A $p$-GROUP IFF THE ORDER OF ANY ELEMENT OF $G$ IS A POWER OF $p$.

Theorem 1. Let $G$ be a p-group. Then $|Z(G)| \geq p$, and therefore the centre of $G$ contains at least one other element apart from the identity.

Proof. By the class equation,

$$
p^{r}=|Z(G)|+n_{1}+\cdots+n_{c}
$$

where (unless each $n_{i}$ equals zero) every $n_{i}>1$ and each divides $|G|$. Therefore $p$ divides each of the $n_{i}$ and so it divides $|Z(G)|$. But since $|Z(G)| \neq 0$, it follows that $|Z(G)| \geq p$.

Theorem 2. Let $|G|=p^{2}$, $p$ prime. Then $G$ is abelian.
Proof. We have to prove that $Z(G)=G$. By Theorem $1,|Z(G)|>1$, therefore by Lagrange's Theorem, $|Z(G)|$ must equal $p$ or $p^{2}$. If $|Z(G)|=p^{2}$ then we are done.

So suppose that $|Z(G)|=p$ and let $x \in G, x \notin Z(G)$. Consider the centraliser $C(x)$ of $x$. Now recall that $Z(G) \leq C(x) \leq G$ (see Exercise 3 above). Since $x$ is in $C(x)$ but $x$ is not in $Z(G), Z(G) \neq C(x)$. Therefore $p<|C(x)| \leq p^{2}$, and by Lagrange's Theorem $C(x)$ must equal $G$. That is, every element of $G$ commutes with $x$, that is $x \in Z(G)$, which is a contradiction.

## Problems.

*1. Let $G$ be a group of order $p^{2}, p$ prime. Prove that either $G$ is CYCLIC OR ELSE IT IS ISOMORPHIC TO $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$. [Hint: Suppose $G$ CONTAINS NO ELEMENT OF ORDER $p^{2}$. LET $x \in Z(G), x \neq 1$ AND LET $y \notin<x>, y \neq 1$. Show that $G \simeq<x>\times<y>$.]
*2. LET $p$ be an odd prime and let $G$ be a group of order $2 p$. Prove that $G$ is either cyclic or dihedral. [Hint: Let $x \in G$ have order $p$, AND LET $y \in G$ have order 2. Then $\langle x\rangle$ AND ITS RIGHT COSET $<x>y$ FILLS OUT THE WHOLE GROUP; NOTE THAT $<x>$ IS A NORMAL SUbGRoup of $G$ (Why?). Show that the order of $x y$ Equals 2 or $2 p$ (That is, cannot be $p$ ). Therefore either $G$ is cyclic or $y x^{-1}=x^{-1} y$.] Deduce that a nonabelian group of order $2 p$ must Be isomorphic to $D_{p}$.
*3. Prove that if $G / Z(G)$ is cyclic then $G$ is abelian. Deduce Theorem 2.
*4. Find the conjugacy classes of the dihedral groups $D_{5}$ and $D_{6}$. Repeat for $D_{n}$ in general.

## 5 A Useful lemma

In the previous section we have seen the importance which fixed points of an action can have in certain situations. The technique used in Theorem 1 for showing that there are fixed points will be very useful when we come to proving Sylow's Theorems, so we here single it out for attention. (Remember that if $a, b, c$ are integers then $a=b \bmod c$ means that $a=b+k c$ for some integer $k$.

Lemma 1. Let $G$ be a p-group acting on a set $X$. Let $X_{1}$ be the set of fixed points of this action. Then

$$
\left|X_{1}\right|=|X| \bmod p
$$

Proof. Let there be $a_{i}$ orbits of size $i>1$ (the number of orbits of size 1 is $\left|X_{1}\right|$ ). Of course, the only possible values of $i$ are factors of $|G|$ (for any other $i>1, a_{i}$ would be zero), that is, powers of $p$. Since the orbits form a partition of $X$,

$$
|X|=\left|X_{1}\right|+\sum i . a_{i} .
$$

Therefore $\left|X_{1}\right|=|X| \bmod p$, as required.

## Exercises.

1. Suppose a 5 -group acts on a set of size 14. What are the POSSIBILITIES FOR THE NUMBER OF FIXED POINTS OF THE ACTION.
2. Suppose that the order of a group $G$ acting on a set $X$ is $p q$, BOTH $p$ AND $q$ PRIME, AND SUPPOSE THAT THERE ARE NO POSITIVE INTEGERS $a, b, c$ SUCH THAT $|X|=a p+b q+c p q$. Show that the action must have AT LEAST ONE FIXED POINT.
Look back at Problem 3 from the first set of problems.

## 6 Strong form of Cayley's Theorem

Let $G$ be a group and $H$ a subgroup of $G$. Let $X$ be the set of all left cosets of $H$ in $G$. Then there is a natural action of $G$ on $X$ defined by

$$
\widehat{g}: x H \mapsto g x H
$$

This does indeed define an action. First of all, $\widehat{g}$ is injective since, if $\widehat{g}(x H)=$ $\widehat{g}(y H)$ then $g x H=g y H$, therefore $(g x)^{-1} g y \in H$, therefore $x^{-1} y \in H$, hence $x H=y H$. Also, $\widehat{g}$ is surjective since, if $x H \in X$, then $g^{-1} x H$ is also in $X$ and $\widehat{g}\left(g^{-1} x H\right)=x H$. Finally, $g \mapsto \widehat{g}$ is a homomorphism since $\widehat{g h}(x H)=g h x H=$ $\widehat{g}(h x H)=\widehat{g} \circ \widehat{h}(x H)$.

The action we have just defined is a generalisation of that used in the proof of Cayley's Theorem. In fact, if we let $H=\{1\}$, then the cosets would be singleton sets, and the above action reduces to left translation of the elements of $G$. The advantage with this new action is that now, instead of a homomorphism to $S_{G}$, which contains $|G|$ ! elements, we have a homomorphism into $S_{X}$ which has $|X|!=(|G| /|H|)$ ! elements.

However, this action now need not be faithful. Therefore we can naturally ask what the kernel of this homomorphism is. (Remember, the homomorphism is the function $\phi: g \mapsto \widehat{g}$. Therefore the kernel is the set of elements $g$ of $G$ such that $\widehat{g}$ is the identity permutation, that is $\widehat{g}(x H)=x H$.) Let $K$ be the kernel. Therefore

$$
K=\{g \in G: g x H=x H \text { for all } x \in G\} .
$$

Remember that $K$ is a normal subgroup of $G$. We now claim that $K \subseteq H$. For suppose $g \in K$. Therefore $\widehat{g}(H)=H$, that is, $g H=H$, and so $g \in H$. Also, $K$ is the largest normal subgroup of $G$ which is contained in $H$ in the sense that if $N \unlhd G, N \subseteq H$, then $N \subseteq K$. For let $N$ be a normal subgroup of $G$ contained in $H$. Let $n \in N$. Then, for any $x \in G, x^{-1} n x \in N \subseteq H$, therefore
$x^{-1} n x H=H$, therefore $n x H=x H$, that is, $\widehat{n}(x H)=x H$. Therefore $\widehat{n}$ is the identity permutation on the cosets of $H$, that is $n \in K$, hence $N \subseteq H$.

We have therefore proved the following theorem.
Strong Form of Cayley's Theorem. Let $G$ be a group, $H \leq G$ and $X$ the set of left cosets of $H$ in $G$. Then there is an action of $G$ on $X$ (left translation on cosets) such that the kernel of the action is the largest normal subgroup of $G$ which is contained in $H$.

Any group $G$ has trivially two normal subgroups, $G$ itself and $\{1\}$. If these are the only normal subgroups of $G$ then $G$ is called simple. Note that if $G$ is simple and $H$ is a proper subgroup of $G$, then the action in the above theorem must be faithful (trivial kernel), and therefore $G$ would be isomorphic to a subgroup of $S_{X}$, quite an improvement on Cayley's Theorem.

## Example.

Let $G$ be a group of order 36, and let $H$ be a subgroup of $G$ of order 9. Then $H$ must contain a nontrivial normal subgroup of $G$.
Solution. The number of left cosets of $H$ is $\frac{36}{9}=4$, that is, $|X|=4$. But $|G|=36>4!=\left|S_{X}\right|$. Therefore the above action, since it is a function from $G$ to $S_{X}$, cannot be injective, and so it has a nontrivial kernel which is contained in $H$.

The technique in the above example can be generalised as follows.
Corollary 1. Let $G$ be a finite group, $H \leq G, H \neq G$, and let $m=[G: H]$. Suppose $|G|$ does not divide $m$ !. Then $H$ must contain a nontrivial normal subgroup of $G$. In particular, $G$ cannot be simple.

Proof. If the action $\phi$ in the above theorem were faithful, then $|\phi(G)|=|G|$. But $\phi(G) \leq S_{X}$, and $\left|S_{X}\right|=m$ !, giving that $|G|$ divides $m$ !. Therefore the action cannot be injective, and so it has a nontrivial kernel which is a normal subgroup of $G$ contained in $H$.

Problem. * Let $G$ be a group of order 28. Show that it contains a normal subgroup of order 7. Deduce that if $G$ also contains a normal subgroup of order 4 then $G$ must be abelian.

## 7 Burnside's Counting Lemma

In this section we shall take some time off from applying the theory of group actions to group theory itself, and we shall instead concentrate on an application of groups actions to certain enumeration problems which have a more combinatorial flavour. The work in this section will be extended in the Combinatorics Elective Course where we shall be treating Pólya's Theorem.

Suppose that we are given a wire made out in the form of a square and that a bead is attached to each corner of the square. Suppose also that each of the beads can be given any one of two colours, black or white. In home many different ways can the beads be coloured?

The answer depends, of course, on what we mean by "different". If, for example, the square is fixed to a wall, then, since there are four beads and each can be given any of two colours, then the total number of colourings possible would
be equal to $2^{4}=16$. However, if we are free to move the square around (without distorting its shape), then many of these colourings would be equivalent, that is, one can be transformed into the other by a movement of the square. In this case, how many non-equivalent colourings of the square are there, if all movements which are symmetries of the square are allowed? It is easy to verify that out of all the sixteen original colourings, only six are non-equivalent. (Check this!)

Clearly, this problem is intimately connected with the group of symmetries of the square, which is the dihedral group $D_{4}$. In fact, if we are not allowed to "flip over" the square, that is, if only a cyclic subgroup of $D_{4}$ were allowed as the group of symmetries, then the number of non-equivalent colourings would be different. (How many would there be in this case?)

How can we obtain a general way of solving this type of problem (enumerating configurations which are in some sense non-equivalent under the action of some group) in a way which will enable us to solve larger or more general problems than this simple one which can be solved by hand? For example, if we had $c$ colours instead of two, what would have been the number of non-equivalent colourings of the square? And what would have been the solution if, instead of a square, we had, say, $n$ beads equally spaced along a circular wire?

To be able to solve these and similar problems we have to translate it into the language of group actions. The group of symmetries acting on the vertices of the square induces in a natural way an action on the sixteen possible colourings of the square. Those colourings which happen to lie in the same orbit under this action are, in fact, equivalent in the sense described above. They are, so to speak, indistinguishable from each other. So, in order to exhibit a set of non-equivalent colourings we need to take one representative from each orbit. In other words, the number of non-equivalent colourings of the square is equal to the number of orbits into which the sixteen colourings are partitioned by the group action in question. (Verify this, that is, partition the sixteen colourings of the square into the orbits resulting from the induced action of $D_{4}$.)

In other words, the enumeration problem we are discussing here boils down to this question. Suppose a group $G$ is acting on a finite set $X$. Into how many orbits is $X$ partitioned by this action? Note that while the Orbit-Stabiliser Theorem gives us information about the size of an orbit, the question here asks how many orbits there are.

Before giving the theorem which answers our question we need one definition and two very simple lemmas. Suppose $G$ acts on a finite set $X$, let $g \in G$ and let $\widehat{g}$ be the corresponding permutation of $X$. The $F(g)$ denotes the set of fixed points of $\widehat{g}$, that is, $F(g)=\{x \in X: \widehat{g}(x)=x\}$.

Lemma 1. Let $G$ act on a finite set $X$ and suppose $x, y \in X$ are in the same orbit. Then $\left|G_{x}\right|=\left|G_{y}\right|$.

Proof. This is obvious by the Orbit-Stabiliser Theorem, since $\left|G_{x}\right|=$ $|G| /|G(x)|=|G| / G(y)=\left|G_{y}\right|$.

Lemma 2. Let $G$ act on a finite set $X$, and let $x, y \in X$. Then

$$
\sum_{y \in G(y)}\left|G_{y}\right|=|G|
$$

Proof. Let $G(x)=\left\{y_{1}, y_{2}, \ldots, y_{r}\right\}$. The the summation equals

$$
\begin{aligned}
& \left|G_{y_{1}}\right|+\ldots+\left|G_{y_{r}}\right| \\
= & \left|G_{x}\right|+\ldots+\left|G_{x}\right| \\
= & |G(x)| \cdot\left|G_{x}\right| \\
= & |G|
\end{aligned}
$$

by the Orbit-Stabiliser Theorem.
Burnside's Counting Lemma. ${ }^{1}$ Let the finite group $G$ act on the finite set $X$. The the number of orbits in which $X$ is partitioned by this action is given by

$$
\frac{1}{|G|} \sum_{g \in G}|F(g)|
$$

Proof. We shall use a very powerful and frequent combinatorial trick. We shall define a set of ordered pairs, and we shall count the number of elements of the set in two ways. Thus, let $E=\{(g, x): g \in G, x \in X, g(x)=x\}$. For a given $g \in G$, the number of elements ( $g, x)$ in $E$ is equal to $|F(g)|$. Therefore the size of $E$ is given by

$$
|E|=\sum_{g \in G}|F(g)| .
$$

Now, for a given $x \in X$, the total number of elements $(g, x)$ in $E$ is equal to $\left|G_{x}\right|$. Therefore

$$
|E|=\sum_{x \in X}\left|G_{x}\right|
$$

But let $t$ be the number of orbits into which $X$ is partitioned, and let they be $G\left(x_{1}\right), \ldots, G\left(x_{t}\right)$. Counting the contribution given to the above summation by the elements $x$ of $G\left(x_{1}\right)$ gives, by Lemma $2,|G|$. This is the same for all the other orbits, therefore the above summation is equal to $t \cdot|G|$. Equating the the values of $|E|$ gives that

$$
t \cdot|G|=\sum_{g \in G}|F(g)|
$$

which is the required result.

## Exercises.

1. Necklaces are manufactured by arranging thirteen white beads and three black beads on a loop of string. How many neckLACES CAN BE PRODUCED THIS WAY?
*2. Find the number of distinct bracelets of five beads made UP OF GREEN, BLUE AND RED BEADS, ASSUMING THAT (I) THE BRACELET CANNOT BE FLIPPED OVER; (II) IT CAN BE FLIPPED OVER.

[^0]*3. Find the number of distinct necklaces which can be made From six beads using any of the three colours red, green or blue IF (I) FLIPPING OVER OF THE NECLACE IS ALLOWED; (II) FLIPPING OVER IS NOT ALLOWED.
*4. It is straightforward to calculate directly the number of distinct strings of length 3 made up of blue and red beads. Verify Burnside's Lemma in this case.
*5. Fermat's Little Theorem. A necklace is to be made from $p$ beads, WITH $p$ PRIME, AND WHERE EACH BEAD CAN BE GIVEN ANY ONE OF $m$ DIFferent colours. How many distinct necklaces are there if flipping over is not allowed? Deduce that
$$
m^{p} \equiv m \quad \bmod p
$$

AND HENCE THAT, IF $p$ DOES NOT DIVIDE $m$, THEN

$$
m^{p-1} \equiv 1 \quad \bmod p
$$

6. Show that when $n_{1}+n_{2}$ IS AN OdD PRIME THE NUMBER OF NECKLaces which can be made with $n_{1}$ BLack and $n_{2}$ White beads is

$$
\frac{1}{2\left(n_{1}+n_{2}\right)}\binom{n_{1}+n_{2}}{n_{1}}+\frac{1}{2}\binom{\frac{1}{2}\left(n_{1}+n_{2}-1\right)}{\left\lfloor\frac{1}{2} n_{1}\right\rfloor}
$$

*7. IdEntity cards are to be made as follows. An $n \times n$ GRID OF EQUALLY SPACED LINES IS DRAWN ON BOTH SIDES OF A PLASTIC SQUARE. Then, two circular holes are punched into the square, one hole in EACH OF TWO OF THE $n^{2}$ CELLS OF THE GRID. HOW MANY DISTINCT CARDS CAN BE MADE THIS WAY? What WOULD THE ANSWER BE IF, INSTEAD OF PUNCHING HOLES, TWO CELLS ARE "BLACKED OUT" ON ONE SIDE ONLY OF THE SQUARE?
*8. By considering the symmetries of the cube, show that there are 30 POSSIBLE DIFFERENT DICE.

## 8 Sylow's Theorems

We now return to proving the main theorems of this course. These theorems, partial converses of Lagrange's Theorem, are the central theorems in group theory and they are landmarks of mathematical beauty. The proofs presented here, using the machinery of group actions, are due to Wielandt.

We first require a number-theoretic/combinatorial lemma. Recall the basic fact that if a prime $p$ divides a product $a b c \ldots$ then it must divide at least one of $a, b, c, \ldots$ and, in fact, any factor $p$ of the product must arise from factors of the respective terms; that is, if $p^{k}$ divides $a b c \ldots$, and if $p$ divides $a e_{a}$ times, it divides $b e_{b}$ times, etc, then $e_{a}+e_{b}+\ldots$ must be at least $k$.

Lemma 1. Let $p, m$ be positive integers, $p$ prime, such that $p$ does not divide $m$. Then $p$ does not divide $\binom{p^{k} m}{p^{k}}$.

Proof. Note first that

$$
\binom{p^{k} m}{p^{k}}=\frac{m\left(p^{k} m-1\right) \ldots\left(p^{k} m-i\right) \ldots\left(p^{k} m-p^{k}+1\right)}{1 \cdot 2 \cdots \cdot i \cdots\left(p^{k}-1\right)}
$$

By the previous comments, any factor $p$ of the numerator arises from a factor of $m p^{k}-i$ and similarly any factor $p$ of the denominator arises from a factor of $i$. We shall now show that these factors cancel out.

Consider the rational number $\left(p^{k} m-i\right) / i, 1 \leq i<p^{k}$. Suppose first that $p^{j}$ divides $i$. Then $j<k$ and therefore $p^{j}$ divides $\overline{p^{k}} m-i$. Now suppose that $p^{j}$ divides $p^{k} m-i$, that is, $p^{k} m-i=q p^{j}$ for some integer $q$. Note first that $j<k$, otherwise $i=p^{k} m-q p^{j}=p^{k}\left(m-q p^{j-k}\right)$ which is impossible since $i<p^{k}$. Therefore $i=p^{j}\left(p^{k-j} m-q\right)$, that is, $p^{j}$ divides $j$.

Therefore, pairing off all terms $p^{k} m-i$ from the numerator with corresponding terms $i$ from the denominator for $1 \leq i<p^{k}$, all powers of $p$ cancel out. The remaining term $m$ is not a multiple of $p$, therefore $p$ does not divide the binomial coefficient.

Sylow Theorem 1. Let $G$ be a group of order $p^{k} m$, with $p$ prime and such that $p$ does not divide $m$. Then $G$ contains a subgroup of order $p^{k}$.

Proof. Let $X$ be the set of all $p^{k}$-subsets of $G$ (that is, subsets of size $p^{k}$ ). Therefore $|X|=\binom{p^{k} m}{p^{k}}$, and so $p$ does not divide $|X|$. Define an action of $G$ on $X$ by left translation, that is, for any $g \in G, B \in X, \widehat{g}(B)=g B=\{g b: b \in B\}$. (One can easily check that this is, in fact an action, that is, $\widehat{g}$ is a bijection on $X$ and $\widehat{g h}=\widehat{g} \widehat{h}$.)

Since $p$ does not divide $|X|$ there is some orbit whose size is not a multiple of $p$. Let the set $B$ be in this orbit, that is, $p$ does not divide $|G(B)|$. Consider the stabiliser $G_{B}$ of $B$ (that is, the set of all those elements $g \in G$ such that, for any $b \in B, g b \in B)$; remember that $G_{B} \leq G$.

Now, $\left|G_{B}\right|=|G| /|G(B)|=p^{k} m /|G(B)|$. But $p$ does not divide $|G(B)|$ therefore $\left|G_{B}\right|=p^{k} m^{\prime}$ with $m^{\prime}$ a factor of $m$. Therefore $\left|G_{B}\right| \geq p^{k}$.

Now let $b$ be some element of $B$ and consider the coset $G_{B} b$. Since $G_{B}$ is the stabiliser of $B, G_{B} b \subseteq B$. Therefore $\left|G_{B} b\right|=\left|G_{B}\right| \leq|B|=p^{k}$. Hence $\left|G_{B}\right|=p^{k}$, and this is therefore a subgroup of $G$ of order $p^{k}$.

## Exercises.

1. Show that the $\widehat{g}$ in the above proof do define an action on $X$.
2. Using Theorem 1 of Appendix 4 prove the following immediate corollary of Sylow's first theorem: If $p^{k}$ divides $|G|, p$ Prime, then, FOR ANY $0 \leq i \leq k, G$ CONTAINS A SUBGROUP OF ORDER $p^{i}$.

We now proceed with the presentation of Sylow's theorems. The first theorem suggests the following definition. If $G$ is a finite group and $k$ is the highest power of the prime $p$ which divides $|G|$ then any subgroup of $G$ of order $p^{k}$ is called a Sylow $p$-subgroup of $G$. The number of Sylow $p$-subgroups of $G$ will be denoted by $n_{p}$.

We recall the following elementary facts about normal subgroups. You should be able to prove them without any difficulty and we collect them here in one place because they will be used very often.

1. Let $H \leq G$ and $g \in G$. Then $g H g^{-1}=\left\{g h g^{-1}: \forall h \in H\right\} \leq G$ and, if $H$ is finite, then $|H|=\left|g H^{-1}\right|$.
2. If $H \leq G,|H|=m$ and $H$ is the only subgroup of $G$ of order $m$ then $H \unlhd G$. If $H$ has index 2 in $G$ then $H \unlhd G$.
3. If $H, K \leq G$ and $H=g K g^{-1}$ for some $g \in G$ then $H$ and $K$ are said to be conjugates. Conjugacy is an equivalence relation on the subgroups of $G$.
4. A subgroup $H$ of $G$ is normal in $G$ iff it is its only conjugate.

Sylow Theorem 2. Let $G$ be as in Sylow Theorem 1. Any two Sylow p-subgroups of $G$ are conjugate.

Proof. Let $H, K$ be two Sylow $p$-subgroups of $G$. Let $X$ be the set of left cosets of $H$ in $G$, and let $K$ act on $X$ by left translation, that is, for $k \in K$, $\widehat{k}: x H \mapsto k x H$. Since $|X|=p^{k} m / p^{k}=m$ is relatively prime to $p$ and since $K$ is a $p$-group, by our Useful Lemma there is some $x_{0} H$ in $X$ which is fixed by the action, that is, $k x_{0} H=x_{0} H$ for all $k \in K$. Therefore $x_{0}{ }^{-1} k x_{0} \in H$ for all $k \in K$ [we are using the fact that if $a H=b H$ then $b^{-1} a \in H$ ]. Therefore $x_{0}{ }^{-1} K x_{0} \subseteq H$. But $\left|x_{0}{ }^{-1} K x_{0}\right|=|K|=|H|$, therefore $x_{0}{ }^{-1} K x_{0}=H$, that is, $H$ and $K$ are conjugates.

Exercise. A Sylow $p$-Subgroup of $G$ is normal in $G$ iff it is the only Sylow $p$-Subgroup of $G$.

Sylow Theorem 3. Let $G$ be as in Sylow Theorem 1. The number $n_{p}$ of Sylow $p$-subgroups of $G$ is congruent to $1 \bmod p$ and is a factor of $m$.

Proof. Let $t=n_{p}$ and let $X=\left\{H_{1}, \ldots, H_{t}\right\}$ be the set of all distinct Sylow $p$-subgroups of $G$. Let $H_{1}$ act on $X$ by conjugation, that is, for $h \in H$, $\widehat{h}: H_{i} \mapsto h H h^{-1}$. [Exercise: How do we know that $h H h^{-1}$ is still in $X$ ?] We claim that $H_{1}$ is the only fixed point under this action.

First of all, note that $H_{1}$ is fixed under the action is clear. Suppose then that, for some $i, h H_{i} h^{-1}=H_{i}$ for all $h \in H$, that is $H_{i}$ is a fixed point of the action. Therefore for $h \in H_{1}$ and $h_{i} \in H_{i}$ there is some $h_{i}^{\prime} \in H_{i}$ such that $h h_{i}=h_{i}^{\prime} h$. Therefore the sets $H_{1} H_{i}\left(=\left\{h h_{i}: h \in H, h_{i} \in H_{i}\right\}\right)$ and $H_{i} H_{1}$ $\left(=\left\{h_{i} h: h \in H, h_{i} \in H_{i}\right\}\right)$ are equal. Let this set be $S$. Now, it is easy to check that $S \leq G$ (checking closure is easy). Also, both $H_{1}$ and $H_{i}$ are subgroups of $S$ and, in fact, $H_{i}$ is a normal subgroup of $S$. But $H_{1}$ and $H_{i}$ are Sylow $p$-subgroups of $S$ and so conjugate in $S$, and therefore, since $H_{i} \unlhd S, H_{i}=H_{1}$.

It now follows from the Useful Lemma that $|X|=1 \bmod p$, that is, $n_{p}=t=1$ $\bmod p$, as required.

Now let $G$ act on $X$ by conjugation. Since all the Sylow subgroups are conjugate in $G, X$ forms one whole orbit under this action. Therefore $|X|$ divides $|G|$ by the Orbit-Stabiliser Theorem, that is $t$ divides $p^{k} m$. But $p$ does not divide $t$, therefore $t$ divides $m$, as required.

Sylow's Theorems can have powerful applications in the study of the structure of finite groups. We give here a few examples.

## Examples.

1. A group $G$ of order 42 cannot be simple.

Solution. The number $n_{7}$ of Sylow 7 -subgroups of $G$ equals 1 mod 7, that is, $n_{7}=1+7 k$. Since $42=7 \cdot 6, n_{7}$ must divide 6 . Therefore $n_{7}=1$, that is the group has a unique Sylow 7 -subgroup, which is therefore normal in $G$. Hence $G$ is not simple.
2. Classify all groups of order $p q$, both $p$ and $q$ prime such that $p<q$ and $q \neq 1 \bmod p$.

Solution. Since $n_{q}$ divides $p, n_{q}$ can be either 1 or $p$, in any case, $n_{q} \leq p$. But $n_{q}=1+k q$, and $q>p$, therefore $k=0$, that is, $n_{q}=1$. Hence $G$ contains a unique Sylow $q$-subgroup $H$ which is therefore a normal subgroup of $G$. ( $H$ is a cyclic group of order q.)

Also, $n_{p}$ divides $q$ (therefore $n_{p}$ equals 1 or $q$ ) and $n_{p}=1+h p$. If $n_{p}=q$ then $q=1 \bmod p$ which is impossible. Therefore again $n_{p}=1$, that is $G$ has a normal Sylow $p$-subgroup $K$. ( $K$ is a cyclic group of order $p$.)

Since $H \cap K=\{1\}$ (Why?), $G=H K$ (Why?). Therefore $G \simeq H \times K$ (Exercise 4 in Appendix 2). Therefore $G$ is isomorphic to the cyclic group of order $p q$ (Exercise 2 in Appendix 2).

Problems.
*1. Let $G$ be the following group of permutations of the set $\{1,2,3,4\}$ :

$$
\left\{\begin{aligned}
\{ & \text { ID, (123), (132), (124), (142), (134), (143), (234), }, \\
& (242),(12)(34),(13)(24),(14)(23)\} .
\end{aligned}\right.
$$

(Verify that $G$ is a group. It is, in fact, the alternating group $A_{4}$ (see Appendix 6).) Show that $G$ does not contain any subgroup of order 6, and therefore that the converse of Lagrange's Theorem IS FALSE.
*2. Show that a group of order 56 Cannot be simple.
*3. LET $G$ Be A GRoup OF ORDER $p^{2} q$, WHERE $p$ AND $q$ ARE PRIMES SUCH that $q<p$ and $q$ Does not divide $p^{2}-1$. Prove that $G$ is isomorphic EITHER TO $\mathbb{Z}_{p^{2}} \times \mathbb{Z} q$ OR TO $\mathbb{Z}_{p} \times \mathbb{Z}_{p} \times \mathbb{Z}_{q}$.
*4. Classify all groups of order 20,449 .
5. Let $P$ be A $p$-Subgroup of the finite group $G$. Then $P$ is contained in some Sylow $p$-Subgroup of $G$.
6. The Frattini Argument. Let $K$ be a finite normal subgroup of $G$ and let $P$ be a Sylow $p$-subgroup subgroup of $K$. Then $G=N_{G}(P)$. $K$. [Recall that $G=X . Y$, for two subgroups $X, Y$ of $G$, means that any ELEmENT $g \in G$ CAN BE WRItTEN AS $g=x y$ FOR SOME $x \in X$ and $y \in Y$.]

## 9 Classification of groups of small order ( $\leq 15$ )

We now have developed enough group theoretic machinery to classify all groups of order at most 15 . By classifying all groups of some particular order $n$ we mean obtaining a list of groups such that any group of order $n$ must be isomorphic to one of the groups in the list. Carrying out this classification for $n \leq 15$ is
not in itself such a big deal after all. But the exercise is worth doing because it brings into play most of the results we have encountered up to now, including the important types of group which were introduced in the problems in Section 4 , and it gives a slight inkling of how difficult the general problem of classifying all finite groups is (in fact, there is no complete solution to the general problem) and an idea of the types of technique required.

Exercise. One might well ask whether or not the number of groups of order $n$ is finite. In fact, this is easily proved: Prove THAT THE NUMBER OF GROUPS OF ORDER $n$ IS AT MOST $n^{n^{2}}$.

We can immediately dispose of all groups of prime order: by Lagrange's Theorem these can have no nontrivial subgroups and are therefore cyclic (a first-year result). This takes care of orders $2,3,5,7,11,13$.

Problem 1 of Section 4 takes care of the groups of order $p^{2}, p$ prime. Such a group is either isomorphic to $\mathbb{Z}_{p^{2}}$ or $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$. This takes care of orders 4 and 9 . [The result for order 4 should already have been obtained by very elementary first-year techniques. The group $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ is known as the Klein 4-group.]

Problem 2 of Section 4 classifies all groups of order $2 p, p$ prime. Such a group is either isomorphic to the cyclic group $\mathbb{Z}_{2 p}$ or the dihedral group $D_{p}$. This disposes of orders $6,10,14$.

Groups of order 15 are taken care of by Example 2 of the previous section, since $15=3.5$ and $5 \neq 1 \bmod 3$. Therefore a group of order 15 must be isomorphic to the cyclic subgroup $\mathbb{Z}_{15}$.

This leaves groups of orders 8 and 12. It turns out that we cannot deal with these two orders with a single blow as above. A more detailed case-by-case analysis is required. This is, in fact, the rule rather than the exception when trying to classify groups of some particular order. We shall consider the two cases separately.

Notation. The order of an element $g$ will be denoted by $|g|$.

## Groups of order 8

It turns out that we can carry out the classification without the need for Sylow's Theorems. Let $m$ be the maximal order of any element of $G$. Then $m$ can only be equal to 8,4 or 2 (by Lagrange's Theorem and since $m$ cannot be equal to 1 , otherwise $G$ would only contain the identity element.)

Case 1: $m=8$
Clearly $G$ is isomorphic to the cyclic group $\mathbb{Z}_{8}$.
Case 2: $m=4$
Let $x \in G,|x|=4$. Let $H=<x>$ and let $y \in G-<x>, y \neq 1$. Therefore $|y|=2$ or 4 . The index of $H$ in $G$ equals 2 . Therefore $H \unlhd G$ and the cosets $H$ and $H y$ give a partition of $G$, that is

$$
G=\left\{1, x, x^{2}, x^{3}, y, x y, x^{2} y, x^{3} y\right\}
$$

and so $x$ and $y$ generate $G$. Now, $y x y^{-1} \in H$. Since $\left|y x y^{-1}\right|=|x|$ (Easy exercise!) $y x y^{-1}$ can only be $x$ or $x^{3}$.

Now we consider the two cases $|y|=2$ and $|y|=4$.
Case 2.1: $|y|=2$
Therefore $y^{2}=1$. Consider separately $y x y^{-1}=x$ and $y x y^{-1}=x^{3}$.

Case 2.1.1: $y x y^{-1}=x$
Therefore $y x=x y, G$ is abelian, and it can be described as

$$
G=<x, y \mid x^{4}=y^{2}=1, x y=y x>
$$

It is easy to check that $G \simeq \mathbb{Z}_{4} \times \mathbb{Z}_{2}$, the isomorphism mapping $x$ to $(1,0)$ and $y$ to $(0,1)$.

Case 2.1.2: $y x y^{-1}=x^{3}$
Therefore $y x y^{-1}=x^{-1}$, so that $G$ can be described as

$$
G=<x, y \mid x^{4}=y^{2}=1, y x y^{-1}=x-1>
$$

and this is just the dihedral group $D_{4}$.
Case 2.2: $|y|=4$
Note first that $y^{2} \notin H y$, otherwise $y$ would be in $H$. Therefore $y^{2} \in H$. Also, $y^{2}$ cannot be $x$ or $x^{3}$ or 1 , since $\left|y^{2}\right|=2$. Therefore $y^{2}=x^{2}$. Again we consider the two subcases $y x y^{-1}=x$ and $y x y^{-1}=x^{3}$.

Case 2.2.1: $y x y^{-1}=x$
Therefore $y x=x y$, hence $G$ is abelian. Since $x^{2}=y^{2},\left(x y^{-1}\right)^{2}=1$, that is $\left|x y^{-1}\right|=2$. The group $G$ is generated by $x$ and $z=x y^{-1}$, and $G$ can be described as

$$
G=<x, z \mid x^{4}=z^{2}=1, x z=z x>
$$

and again it is isomorphic to $\mathbb{Z}_{4} \times \mathbb{Z}_{2}$, the isomorphism mapping $x$ to $(1,0)$ and $z$ to $(0,1)$.

Case 2.2.2: $y x y^{-1}=x^{3}$
The group $G$ can therefore be described as

$$
G=<x, y \mid x^{4}=y^{4}=1, y x y^{-1}=x^{-1}>
$$

and a little checking shows that $G \simeq Q$, the group of quaternions (Problem III in Section 4), the isomorphism mapping $x$ to $i$ and $y$ to $j$.

Case 3: $m=2$
Therefore every nonidentity element of $G$ has order 2 and hence $G$ is abelian (easy exercise). Choose $x, y, z \in G-\{1\}$ such that $x y \neq z$ (easy to see that such elements can be found). Let $H=\{1, x, y, x y\} \simeq \mathbb{Z}_{2} \times \mathbb{Z}_{2}$, that is, $H$ is isomorphic to the Klein 4-group. Let $K=\{1, z\} \simeq \mathbb{Z}_{2}$. Then $G=H K$ and $H \cap K=\{1\}$, therefore $G \simeq H \times K \simeq \mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$.

Conclusion: A group of order eight is isomorphic to one of the following groups

$$
\mathbb{Z}_{8}, \mathbb{Z}_{4} \times \mathbb{Z}_{2}, \mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}, D_{4}, Q
$$

## Groups of order 12

This is the case which requires most work. Let $G$ be a group of order 12 and let $n_{3}$ and $n_{4}$ denote respectively the number of Sylow 3 -subgroups and 4 -subgroups of $G$. Then $n_{3}=1+3 k$ and $n_{3} \mid 4$. Therefore $n_{3}=1$ or 4 . Similarly, $n_{4}=1$ or 3 .

## Case 1: $n_{3}=1$

Let $H$ be the Sylow 3-subgroup of $G$. Then $H \triangleleft G$. Let $H=<x>$. Let $K$ be a Sylow 2-subgroup of $G$ (therefore $|K|=4$ ).

Case 1.1: $K$ is cyclic
Let $K=<y>$. Since $H \cap K=\{1\}, y \notin H$, and so the cosets $H, H y, H y^{2}, H y^{3}$ are distinct. These give a partition of $G$, therefore $G=H K$. Since $H$ is normal, $y x y^{-1} \in H$. The only possibilities are $y x y^{-1}=x$ and $y x y^{-1}=x^{2}$.

If $y x y^{-1}=x$, then $G$ is abelian, and so $G \simeq H \times K \simeq \mathbb{Z}_{3} \times \mathbb{Z}_{4} \simeq \mathbb{Z}_{12}$.
If $y x y^{-1}=x^{2}$, that is, $y x=x^{2} y$, then $G$ is the group

$$
\left\{1, x, x^{2}, y, x y, x y^{2}, y^{2}, x y^{2}, x^{2} y^{2}, y^{3}, x y^{3}, x^{2} y^{3}\right\}
$$

with product defined by

$$
\left(x^{a} y^{b}\right)\left(x^{c} y^{d}\right)=x^{a+2^{b} c} y^{b+d}
$$

where the power of $x$ is computed modulo 3 and that of $y$ modulo 4. Another way of describing $G$ is as

$$
G=<x, y \mid x^{3}=y^{4}=1, y x=x^{2} y>
$$

This is an example of the class of groups called the dicyclic groups.
Case 1.2: $K$ is not cyclic
Therefor $K \simeq \mathbb{Z}_{2} \times \mathbb{Z}_{2}$, the Klein 4 -group. Let $K=\{1, u, v, w\}$ with all nonidentity elements having order 2 and $w=u v$ (remember also that $K$ is abelian).

Now $H \triangleleft G$, therefore $u x u^{-1}=x^{a}$ and $v x v^{-1}=x^{b}$, where $a, b= \pm 1$. Note that $w x w^{-1}=a b$.

If $a=b=a b=1$ then $G$ is abelian and $G \simeq H \times K \simeq \mathbb{Z}_{3} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2} \simeq \mathbb{Z}_{6} \times \mathbb{Z}_{2}$.
So suppose that two of $a, b, a b$ equal -1 and the other equals 1 . We can assume, without loss of generality, that $u x u^{-1}=x, v x v^{-1}=x^{-1}=x^{2}$ (therefore $v x=x^{2} v$ ) and $w x w^{-1}=x^{-1}=x^{2}$. Let $z=u x=x u$. Then $|z|=6, z$ and $v$ generate $G$, and $G$ can be described as

$$
G=<v, z \mid z^{6}=v^{2}=1, v z=z^{-1} v>
$$

(the last relation arises since $v z=v u x=u v x=u x^{2} v=z^{-1} v$ ). But this means that $G$ is ismorphic to the dihedral group $D_{6}$.

Case 2: $n_{3}=4$
Any two of these four Sylow 3-subgroups intersect only in the identity (why?) therefore between them they account for eight elements from $G-\{1\}$. Therefore ther can be only one subgroup $K$ of order 4 , and so $K \triangleleft G$. (Note also that $G$ cannot be abelian since it contains distinct subgroups which are conjugate.)

We note first that $K$ cannot be cyclic - because let $K=<y>$ and let $x \in G-K$. Then $x y x^{-1} \in K$. But if $x y x^{-1}=y, G$ would be abelian, which is impossible; $x y x^{-1}$ cannot be equal to $y^{2}$ since $|y| \neq\left|y^{2}\right|$; and if $x y x^{-1}=y^{3}$ then $y=x^{3} y x^{-3}=y^{27}=y^{3}$, which is also impossible.

Therefore let $K=\{1, u, v, w\} \simeq \mathbb{Z}_{2} \times \mathbb{Z}_{2}$, with $u, v, w$ as above. Let $x \in G$, $|x|=3$. Then $K, K x, K x^{2}$ make up a partition of $G$. Therefore $G$ is generated
by $u, v, x$. Now, since $K \triangleleft G$, conjugation by $x$ permutes the elements $u, v, w$ between them. This permutation cannot be the identity on $u, v, w$, otherwise $G$ would be abelian. Also, since $|x|=3$, the order of the permutation is 3 , that is, it is a 3 -cycle (that is, it permutes $u, v, w$ cyclically). Suppose, without loss of generality, that $x u x^{-1}=v, x v x^{-1}=w, x w x^{-1}=u$. Then $G$ is isomorphic to the alternating group $A_{4}$, the isomorphism mapping $u$ into the element $(1,2)(3,4)$ of $A_{4}, v$ into $(1,3)(2,4)$ and $x$ into $(2,3,4)$.
(The alternating groups are discussed in more detail in Appendix 6. At this stage just note that the alternating group $A_{4}$ is the group of permutations of the set $\{1,2,3,4\}$ given in Problem 1 of Section 8. This group also arises as the group of permutations on the vertices $1,2,3,4$ of a regular tetrahedron induced by the symmetries of the tetrahedron.)

Conclusion: A group of order twelve is isomorphic to one of the following groups

$$
\mathbb{Z}_{12}, \mathbb{Z}_{6} \times \mathbb{Z}_{2}, D_{6}, A_{4}, \text { dicyclic order } 12
$$

## 10 Finite abelian groups

Although it is not possible to give the classification of all groups of any finite order, this classification is possible for finite abelian groups. Although we shall not give the proof of the result, the student should stiil be familiar with what it says.

Basically, any finite abelian group is isomorphic to the direct product of cyclic groups. This decomposition as a direct product arises as follows. Let $G$ be an abelian group and let $|G|=p_{1}^{e_{1}} p_{2}^{e_{2}} \ldots p_{r}^{e_{r}}$, where the $p_{i}$ are distinct primes. Then $G \simeq G_{1} \times G_{2} \times \cdots \times G_{r}$, where each $\left|G_{i}\right|=p_{i}^{e_{i}}$. Now, we have to describe the structure of a typical $G_{i}$, that is, of an abelian $p$-group. So let $H$ be an abelian group of order $p^{n}$. Then $H$ is isomorphic to some direct product $K_{1} \times K_{2} \times \cdots \times K_{t}$ where each $K_{i}$ is a cyclic group of order $p^{n_{i}}, n_{1} \geq n_{2} \geq \cdots \geq n_{t}$ and of course $n_{1}+n_{2}+\cdots+n_{t}=n$. Moreover, this decomposition is unique.

Notation: Let $n, n_{1}, \ldots, n_{t}$ be natural numbers such that $n=n_{1}+n_{2}+$ $\cdots+n_{t}$. Then $n_{1}, n_{2}, \ldots, n_{t}$ are said to give a partition of $n$. The number of partitions of $n$ is denoted by $p(n)$. Note that, when counting partitions of $n$, two partitions which differ only in the order of terms are considered to be the same partition. Therefore we can consider any partition to be given in the standard order $n_{1} \geq n_{2} \geq \cdots \geq n_{t}$. In general, finding $p(n)$ is not an easy task, and no simple formula is known. However, for small values of $n, p(n)$ can be found by listing all posiibilities.

Example. Classify all abelian groups of order $2^{3} .5^{2} .7^{6}$.
Solution. Let $G$ be an abelian group of order $2^{3} .5^{2} .7^{6}$. Then $G \simeq G_{1} \times G_{2} \times G_{3}$ where $\left|G_{1}\right|=2^{3},\left|G_{2}\right|=5^{2}$ and $\left|G_{3}\right|=7^{6}$.

Therefore $G_{1}$ is isomorphic to $\mathbb{Z}_{2^{3}}$ or $\mathbb{Z}_{2} \times \mathbb{Z}_{2^{2}}$ or $\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2} ; G_{2}$ is isomorphic to $\mathbb{Z}_{5^{2}}$ or $\mathbb{Z}_{5} \times \mathbb{Z}_{5}$; and $G_{3}$ is isomorphic to $\mathbb{Z}_{7^{6}}$ or $\mathbb{Z}_{7} \times \mathbb{Z}_{7^{5}}$ or $\mathbb{Z}_{7} \times \mathbb{Z}_{7} \times \mathbb{Z}_{7^{4}}$, etc.
(There are eleven possibilities for $G_{3}$, corresponding to the fact that $p(6)=11$; you are invited to list them all.)

All these decompositions give nonisomorphic groups (by the uniqueness in the above result). Therefore the number of abelian groups of order $2^{3} .5^{2} .7^{6}$ equals $p(3) \times p(2) \times p(6)=3 \times 2 \times 11=66$.

## 11 Automorphisms

We have seen various examples of bijections on a group $G$, for example, left translation or conjugacy. We now focus our attention on those bijections which preserve the algebraic structure of $G$, that is, which are homomorphisms. A bijective homomorphism $\theta: G \rightarrow G$ is said to be an automorphism of $G$. The set of all automorphisms of $G$ is denoted by Aut $G$. As can be expected, Aut $G$ is a group under composition of functions (Easy exercise!), that is Aut $G<S_{G}$. It is called the automorphism group of $G$.

Recall the following elementary facts: (i) $\theta\left(a^{-1}\right)=\theta(a)^{-1}$; (ii) $\theta(1)=1$; (iii) $|\theta(a)|=|a|$; and, (iv) $\theta(a)$ is a generator of $G$ iff $a$ is a generator of $G$.

## Examples

1. The function $\theta$ defined by $\theta(a)=a^{-1}$ is an automorphism of $G$ iff $G$ is abelian.
Proof. If $G$ is abelian then clearly $\theta$ is a homomorphism. For the converse, suppose $\theta$ as given is an automorphism. Then

$$
\theta(a b)=(a b)^{-1}=\theta(a) \theta(b)=a^{-1} b^{-1}
$$

therefore $a b=b a$.
2. The automorphism group of the infinite cyclic group

We shall determine Aut $\mathbb{Z}$. Note that, for any automorphism $\theta$ of $\mathbb{Z}, \theta(1)= \pm 1$, since a generator must be mapped into a generator.

But if $\theta(1)=1$ then $\theta(n)=\theta(1+1+\cdots+1)=\theta(1)+\theta(1)+\cdots+\theta(1)=n$. Therefore $\theta$ is just the identity. If $\theta(1)=-1$ then, proceeding as above, $\theta(n)=-n$.

Therefore there are only two possible automorphisms, that is, $A u t \mathbb{Z} \simeq \mathbb{Z}_{2}$.
3. The automorphism group of the cyclic group of order $n$

We shall determine $A u t \mathbb{Z}_{n}$. First of all we need to define a group under multiplication modulo $n$. This is defined as the set $U_{n}$ of all nonzero positive integers less than $n$ and relatively prime to $n$. That $U_{n}$ is in fact a group under multiplication modulo $n$ is given as an exercise below.

As examples, note that, if $n$ is prime, $U_{n}=\{1,2, \ldots, n-1\}$. Also, $U_{15}=$ $\{1,2,4,7,8,11,13,14\}$. In general, $\left|U_{n}\right|$ is denoted by $\phi(n)$ (Euler's $\phi$-function). We have just seen that, if $n$ is prime, $\phi(n)=n-1$ and $\phi(15)=8$. A formula for $\phi(n)$ has been derived in the discrete mathematics course.

Now back to $\mathrm{Aut}_{2}$. We use the fact that if $\theta$ is an automorphism then $\theta(1)$ must be a generator of $\mathbb{Z}_{n}$ and, conversely, if $r=\theta(1)$ is a generator of $\mathbb{Z}_{n}$ then $\theta$ can be extended to an automorphism of $\mathbb{Z}_{n}$ by defining $\theta(s)=s r$. But an element $a$ of $\mathbb{Z}_{n}$ is a generator of $\mathbb{Z}_{n}$ iff it is relatively prime to $n$ (Exercise!), that is, iff
$a \in U_{n}$. Hence, the elements of $\mathrm{Aut} \mathbb{Z}_{n}$ are in one-one correspondence with those of $U_{n}$.

In fact, Aut $\mathbb{Z}_{n} \simeq U_{n}$. For let $\theta_{i} \in \operatorname{Aut}_{\mathbb{Z}_{n}}, \theta_{i}(1)=i \in U_{n}$. Define $f:$ Aut $\mathbb{Z}_{n} \rightarrow$ $U_{n}$ by $f\left(\theta_{i}\right)=i$. Then

$$
\theta_{i} \circ \theta_{j}(1)=\theta_{i}(j)=i j=\theta_{i j}(1)
$$

where the product $i j$ is computed modulo $n$. Therefore $\theta_{i} \circ \theta_{j}=\theta_{i j}$ and so $f\left(\theta_{i} \circ \theta_{j}\right)=i j(\bmod ) n=f\left(\theta_{i}\right) f\left(\theta_{j}\right)$.

Exercise. Prove that $U_{n}$ IS a group under multiplication modulo $n$.

## Conjugation

Let $g \in G$, and let $\theta_{g}$ denote the permutation $\theta_{g}(x)=g x g^{-1}$, that is, conjugation by $g$. We already know that $\theta_{g}$ is a permutation of $G$ (we have previously denoted $\theta_{g}$ by $\widehat{g}$. In fact this mapping is an automorphism because

$$
\theta_{g}(x y)=g x y g^{-1}=g x g^{-1} g y g^{-1}=\theta_{g}(x) \theta_{g}(y)
$$

This automrphism is called an inner automorphism and the set of all inner automorphisms is denoted by $\operatorname{Inn} G$.

In fact, $\operatorname{Inn} G$ is a group, that is, $\operatorname{Inn} G \leq \operatorname{Aut} G$, because let $\theta_{g}, \theta_{h} \in \operatorname{Inn} G$. Then

$$
\theta_{g} \circ \theta_{h}(x)=g h x h^{-1} g^{-1}=g h x(g h)^{-1}=\theta_{g h}(x)
$$

that is, $\theta_{g} \circ \theta_{h}=\theta_{g h} \in \operatorname{Inn} G$, giving closure.
Also,

$$
\theta_{g} \circ \theta_{g^{-1}}(x)=g g^{-1} x x g g^{-1}=x
$$

that is, $\theta_{g} \circ \theta_{g^{-1}}=\mathrm{id}$. Hence $\theta_{g}{ }^{-1}=\theta_{g^{-1}} \in \operatorname{Inn} G$.
If $G$ is abelian, $\operatorname{Inn} G$ is trivial (just the identity). The next theorem says more.

Theorem 1. $\operatorname{Inn} G \simeq \frac{G}{Z(G)}$.
Proof. Define $f: G \rightarrow \operatorname{Inn} G$ by $f(g)=\theta_{g}$. Note that $f$ is a homomorphism since $f(g h)=\theta_{g h}=\theta_{g} \circ \theta_{h}=f(g) \circ f(h)$. Also, $f$ is surjective since, given $\theta_{g} \in \operatorname{Inn} G$ there clearly exists $g \in G$ such that $f(g)=\theta_{g}$.

Now,

$$
\begin{aligned}
\text { Ker } f & =\left\{g \in G: \theta_{g}=\mathrm{id}\right\} \\
& =\left\{g \in G: g x g^{-1}=x \quad \forall x \in G\right\} \\
& =\{g \in G: g x=x g \quad \forall x \in G\} \\
& =Z(G)
\end{aligned}
$$

Therefore, by the First Isomorphism Theroem, $\frac{G}{Z(G)} \simeq \operatorname{Inn} G$.

## Problems

*1. Let $\theta$ be an automorphism of a finite group $G$ which leaves only the identity of $G$ fixed, and let $S=\left\{x . \theta\left(x^{-1}\right): x \in G\right\}$. Prove that $S=G$. [Hint: Show that $|S|=|G|$.]

Now let $\alpha$ Be an automorphism of a finite group $G$ Which leaves only the identity of $G$ fixed, and let $\alpha^{2}=$ id. Prove that $G$ is ABELIAN.
*2. Prove that if $|G|>2$ then Aut $G$ is not trivial.
3. Prove that if $H \leq G,|G|>4$, then there is a nontrivial automorphism $\theta$ of $G$ SUCH that $\theta(H)=H$.

## Semi-direct products: A very brief note

Let $H \unlhd G$, and let $g \in G$. Then $\theta_{g}$ is an automorphism of $G$ which fixes $H$ setwise, that is, $\theta_{g}(H)=H$. Restricted to $H, \theta_{g}$ is an automorphism of $H$. With this is mind, let us look back at some of our earlier work on the classification of small groups.

Recall that an important construction for describing a group in terms of smaller groups was the direct product. We used the fact that, if $H, K \triangleleft G, H \cap$ $K=\{1\}$ and $G=H K$, then $G$ was isomorphic to the direct product $H \times K$. The normality of $H$ and $K$ is needed so that that elements of $H$ commute with those of $K$, and therefore, if $g_{1}, g_{2} \in G, g_{1}=h_{1} k_{1}, g_{2}=h_{2} k_{2}$, then

$$
g_{1} g_{2}=h_{1} k_{1} h_{2} k_{2}=h_{1} h_{2} k_{1} k_{2}
$$

Hence multiplication in $G$ is imitating multiplication in $H \times K$.
Often however, we are not so fortunate as to have both $H$ and $K$ normal in $G$, and this leads to groups which cannot be described in terms of direct products of subgroups. Suppose only $H$ is normal. Then every $k \in K$ determines an automorphism $\theta_{k}$ of $H$ defined by $\theta_{k}(h)=k h k^{-1}$. That is, $k h=\theta_{k}(h) k$. Therefore, although $h$ and $k$ might not commute, $k h$ can be replaced by $h^{\prime} k$ where $h^{\prime}=\theta_{k}(h)$ is at least in $H$ even if it might not be equal to $h$. Therefore, with $g_{1}, g_{2}$ as above,

$$
\begin{aligned}
g_{1} g_{2}=h_{1} k_{1} h_{2} k_{2} & =h_{1} \theta_{k_{1}}\left(h_{2}\right) k_{1} k_{2} \\
& =h_{1} h_{2}^{\prime} k_{1} k_{2} \in H K
\end{aligned}
$$

and this leads to what is called a semi-direct product of $H$ and $K$.
We shall not go into any more details of what a semi-direct product is. We shall limit ourselves to two examples from earlier work reviewed in the light of the above discussion, and one other example which completes what we had started about groups of order $p q$.

## Examples

1. The dihedral groups

Let $G=<r, s \mid r^{n}=s^{2}=1, s r s^{-1}=r^{-1}=r^{n-1}>$. Let $H=<r>$ and $K=<s>$. Clearly, $H \triangleleft G$. The last relation above gives the result of conjugation by $s$ on $H$ and it can be written as $s r=r^{-1} s$. If it had been $s r=r s$ instead, then $G$ would have been isomorphic to the direct product of $H$ and $K$. As it is, we only have a semi-direct product of $H$ and $K$, because only one of $H, K$ is normal in $G$.
2. The dicyclic group of order 12

Let $G=<x, y \mid x^{3}=y^{4}=1, y x y^{-1}=x^{2}>$. Let $H=<x>$ and $K=<y>$. Again, the last relation above describes conjugation on $H$ by $y$, and it can be written
as $y x=x^{2} y$ - if it had been $y x=x y, G$ would have been the direct product of $H$ and $K$. As it is, $G$ is a semi-direct product. Note that $G$ is made up of all products $x^{i} y^{j}(i \bmod 3$ and $j \bmod 4)$, making up twelve terms in all. Multiplication is computed using the relation $y x=x^{2} y$, for example,

$$
\begin{aligned}
x y^{3} x^{2} y^{2}=x y^{2} x^{2} y x y^{2}=x y^{2} x^{4} y^{3} & =x y^{2} x y^{3} \\
& =\cdots=x^{2} y
\end{aligned}
$$

All this works well because the mapping $x \mapsto x^{2}$ resulting from conjugation by $y$ is an automorphism of $G$. Note that if $G$ had been the direct product of $H$ and $K$ then $x y^{3} x^{2} y^{2}$ would simply have been equal to $x^{3} y^{5}=y$.
3. Groups of order $p q, p<q, q=1 \bmod p$
(This completes the discussion started in Example 2 of Section 8.) Again we have that, since $n_{q}$ divides $p, n_{q}=1+k p$, and $q>p$, then $n_{q}=1$, and therefore $G$ has a unique (hence normal) subgroup $H$ of order $q$.

But now consider $n_{p}$. We have that $n_{p}$ divides $q$, therefore $n_{p}=1$ or $q$. If $n_{p}=1$, then $G$ has a normal subgroup $K$ of order $p$ and $G$ would then be the direct product of $H$ and $K$, giving $G \simeq \mathbb{Z}_{p q}$, as in Example 2 which we have just cited.

But the case under consideration, the possibility $n_{p}=q$ is not excluded by Sylow's Theorems, because since $q=1 \bmod p$, the condition $n_{p}=1 \bmod q$ would be satisfied. Let us then consider this case in more detail: $G$ would have a Sylow $p$-subgroup $K$ which would, however, not be normal in $G$. Therefore $G$ would not be the direct product of $H$ and $K$. But $H$ is a normal subgroup of $G$. Therefore let $K \in K, k \neq 1(k$ generates $K$ since $|K|=p)$. The mapping $\theta_{k}: h \mapsto k h k^{-1}(h$ any generator of $H$ ) defines an automorphism on $H$, by the normality of $H$. We must have that $k h k^{-1}=h^{r}$, for some $r$. What values can $r$ take? If $r=1$ we get $k h=h k$ and we are back to the direct product of $H$ and $K$ (because elements of $H$ would commute with those of $K$ ). Therefore suppose $r \neq 1 \bmod q$. Now, since $\theta_{k}(h)=h^{r}$ then $\theta_{k}^{j}(h)=h^{r^{j}}$ (use induction and the fact that $\theta_{k}$ is a homomorphism). In particular, if $j=p$ then $\theta_{k}^{p}(h)=h^{r^{p}}$. But $\theta_{k}^{p}(h)=k^{p} h k^{-p}=h$. Therefore $r^{p}$ must equal $1 \bmod q$. Therefore $G$ can be described as the group

$$
<h, k \mid h^{q}=k^{p}=1, k h=h^{r} k>
$$

with the condition that $r^{p}=1$ mod $q$. Note that, as in the previous two examples, this description of $G$ allows us to write any element of $G$ in the form $h^{i} k^{j} \in H K$, even when $r \neq 1 \bmod q$ (that is, $k h \neq h k$ ). Note also that a number $r \neq 1 \bmod q$ satisfying $r^{p}=1 \bmod q$ can only be found because $q=1 \bmod p$.

Finally, one might ask how many such groups are there? The answer would seem to depend on how many different $r$ we can find satisfying the above condition. Certainly, if we take two values $r_{1}=1$ and some $r_{2} \neq 1 \bmod q$ (but satisfying the condition), then we would obtain nonisomorphic groups because $r=r_{1}$ would give $\mathbb{Z}_{p q}$ and $r=r_{2}$ would give a nonabelian group. However, with a little more work it can be shown that any other appropriate value of $r$ not equal to 1 mod $q$ would
give a group isomorphic to the one we would obtain with $r_{2}$. Therefore there are two groups of order $p q(p<q$ prime, $q=1 \bmod p)$ and these are as described above with $r=1$ (the cyclic case) and any other value of $r$ not equal to $1 \bmod q$, provided $r^{p}=1 \bmod q$.

Problem.
Consider groups of order $21=3.7$. Find two values of $r$ Such THAT $r \neq 1$ MOD 7 AND $r^{3}=1$ MOD 7 , AND SHOW THAT THESE VALUES OF $r$ GIVE ISOMORPHIC GROUPS OF ORDER 21.

## Appendix 1. Checklist of topics from first year

1. Axioms, elementary results, examples.

Cyclic groups, infinite and finite.
Order of an element.
Groups of order $\leq 5$.
Permutations (bijections on a set) under the operation of composition of functions; the group $S_{3}$.

Exercise. Investigate the multiplication table of the group of SYMMETRIES OF EACH OF THE FOLLOWING THREE SOLIDS:


Regular pyramid with 12 -sided base


Hexagonal (regular) plate


Regular tetrahedron

Figure 1: Three solid figures with the same number of symmetries
2. Subgroups, cosets, Lagrange's Theorem, applications.
3. Normal subgroups, quotient groups.
4. Homomorphisms, kernels, isomorphisms, isomorphic groups, automorphisms.

Theorem. Let $\phi: G \rightarrow H$ be a homomorphism with kernel $K$. Then $K$ is a normal subgroup of $G$.

Theorem. Let $G$ be a group and let $N \unlhd G$. Then $\phi: G \rightarrow G / N$ defined by $(g)=N g$ is a homomorphism with kernel $N$.
5. The First Isomorphism Theorem. Let $\phi: G \rightarrow H$ be a surjective (onto) homomorphism with kernel $K$. Then $G / K \simeq H$.

Exercise. Let $|G|=12$ and $|H|=49$. Prove that the only hoMOMORPHISM $\phi: G \rightarrow H$ IS THE TRIVIAL HOMOMORPHISM, THAT IS, $\phi(g)=$ $1, \forall g \in G$, (Where 1 IS The identity element in $H$ ).
6. Permutations, cycle notation.

Theorem. Any permutation can be written as a product of disjoint cycles.
7. Cayley's Theorem. Let $G$ be a group. Then $G$ is isomorphic to a subgroup of $S_{G}$.

Sketch of proof. For $g \in G$, define $f_{g}: G \rightarrow G$ by $f_{g}(x)=g x$. The set $G^{\prime}=\left\{f_{g}: g \in G\right\}$ is a subgroup of $S_{G}$. The function $\phi: G \rightarrow G^{\prime}$ defined by $\phi(g)=f_{g}$ is a bijective homomorphism, that is, $G \simeq G^{\prime}$.

## Appendix 2. Direct products

Let $G, H$ be two groups. Then $G \times H$ (the set of all ordered pairs $(g, h), g \in$ $G, h \in H)$ can be turned into a group by defining a product as follows:

$$
\left(g_{1}, h_{1}\right) \cdot\left(g_{2}, h_{2}\right)=\left(g_{1} g_{2}, h_{1} h_{2}\right)
$$

It is an easy exercise to show that, with the above operation, $G \times H$ is indeed a group. This group is called the direct product or the external direct product of $G$ and $H$. Note that $G \times H$ contains two subgroups, the set of all pairs $(g, 1)$ and the set of all pairs $(1, h)$, the first being isomorphic to $G$ and the second isomorphic to $H$. Note also that if $G$ and $H$ are abelian, then so is $G \times H$.

## Exercises.

*1. List the elements of $\mathbb{Z}_{2} \times \mathbb{Z}_{3}$ and $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$. Show that the first IS ISOMORPHIC TO $\mathbb{Z}_{6}$ BUT THE SECOND IS NOT ISOMORPHIC TO $\mathbb{Z}_{8}$.
*2. SHOW THAT $\mathbb{Z}_{m} \times \mathbb{Z}_{n} \simeq \mathbb{Z}_{m n}$ IFF $m$ AND $n$ ARE RELATIVELY PRIME.
*3. Let $H, K \leq G$. Suppose that
(I) $H \cap K=\{1\}$;
(ii) Every element of $H$ commutes with every element of $K$; and
(iii) $G=H K$ (THAt is, EVERY ELEMENt $g \in G$ CAN BE WRITtEN AS A PRODUCT $h k, h \in H, k \in K$.

Prove that $G$ is isomorphic to $H \times K$. In this case we say that $G$ IS THE internal direct product of $H$ and $K$, OR, IN VIEW OF THE ABOVE ISOMORPHISM, SIMPLY THE DIRECT PRODUCT OF $H$ AND $K$.
*4. Let $H, K \leq G$. Suppose that
(I) $H \cap K=\{1\}$;
(iI) $H, K \unlhd G$; AND
(III) $G=H K$.

Prove that $G$ is isomorphic to $H \times K$.
*5. The following result is often helpful in proving that $G=$ $H K$ in conjunction with $H \cap K=\{1\}$.

Let $H, K$ be two subgroups of a finite group $G$. Then

$$
|H K|=\frac{|H| \cdot|K|}{|H \cap K|}
$$

6. Let $G=S_{3}$. Let $H$ be any subgroup of $G$ of order $3 ; H$ is normal in $G$. Let $K$ be any subgroup of $G$ of order 2 . Then $H \cap K=\{1\}, G=H K$ But $G \nsim H \times K$, Since $H \times K \simeq \mathbb{Z}_{6}$.

## Appendix 3. Dihedral and quaternion groups

Consider a flat plate in the form of a regular hexagon. Let $r$ denote a rotation of the plate clockwise through $\pi / 3$ about the axis of symmetry perpendicular to the plate, and let $s$ denote rotation through $\pi$ about an axis of symmetry which lies in the plane of the plate.

## Exercises.

*1. Verify that the group of symmetries of the plate is the set

$$
\left\{1, r, r^{2}, \ldots, r^{5}, s, r s, r^{2} s, \ldots, r^{5} s\right\} .
$$

VERIFY ALSO THAT $r^{6}=1=s^{2}$ AND $s r=r^{5} s=r^{-1} s$, THAT IS, $s r s^{-1}=s r s=$ $r^{-1}$. This group is called the dihedral group of order 12, DENoted by $D_{6}$ (SOME BOOKS DENOTE IT BY $D_{12}$.)
*2. Let $G$ BE A GROUp GENERATED By TWO ELEMENTS $r, s$, THAT IS, $G$ CONSISTS OF ALL POSSIBLE PRODUCTS OF $r$ AND $s$, FOR EXAMPle, $r^{2}$, $s^{3} r^{5} s r^{-7}$, ETC. NOW SUPPOSE $r$ AND $s$ SATISFY THE FOLLOWING RELATIONS: $r^{n}=1=s^{2}$ AND $s r=r^{-1} s=r^{n-1} s, n$ A POSITIVE INTEGER. ALL THIS IS WRITTEN, IN SHORT, AS

$$
G=<r, s \mid r^{n}=s^{2}=1, s r=r^{-1} s>
$$

Show that $|G|=2 n$ and that, in fact,

$$
G=\left\{1, r, r^{2}, \ldots, r^{n-1}, s, r s, r^{2} s, \ldots, r^{n-1} s\right\}
$$

This group is called the dihedral group of order $2 n$, Denoted by $D_{n}$ (IN some texts $D_{2 n}$ ). This group is isomorphic to The group of SYMMETRIES OF A REGULAR $n$-GON IN VIEW OF THE FAITHFUL ACTION:

$$
\begin{aligned}
& r^{i} \mapsto \text { ROT. ABOUT PERP. AXIS THROUGH } 2 \pi i / n \\
& s \mapsto \text { ROT. ABOUT PARALLEL AXIS THROUGH } \pi .
\end{aligned}
$$

3. TAKE $n=11$ IN THE PREVIOUS EXERCISE. ObTAIN $r^{3} s r^{5} s$ IN THE FORM $r^{i} s, 0 \leq i \leq 10$.
4. Let

$$
G=<t, s \mid s^{2}=1, s r=r^{-1} s>
$$

Show that

$$
G=\left\{1, t, t^{-1}, t^{2}, t^{-2}, \ldots, s, t s, t^{-1} s, t^{2} s, t^{-2} s, \ldots\right\}
$$

This is called the infinite dihedral group, Denoted by $D_{\infty}$. It has the FOLLOWING FAITHFUL ACTION ON THE REAL LINE:

$$
\begin{array}{rl}
t^{i} & \mapsto \text { THE TRANSLATION MAPPING } \\
& x \text { INTO } x+i \\
s & x \text { THE REFLECTION MAPPING }
\end{array} x \text { INTO }-x
$$

## The quaternion group

Consider the eight symbols $i, j, k$ multiplied according to the rules $i^{2}=j^{2}=$ $k^{2}=-1, i j=-j i=k$. Then $Q$, the quaternion group, is the set of eight symbols $\{ \pm 1, \pm i, \pm j, \pm k\}$.

## Exercises.

*5. Draw up the multiplication table of $Q$. Note that $Q$ is not ABELIAN, AND THEREFORE IT IS NOT ISOMORPHIC TO ANY OF $\mathbb{Z}_{8}, \mathbb{Z}_{4} \times \mathbb{Z}_{2}, \mathbb{Z}_{2} \times$ $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$. Also, SINCE ONLY -1 has ORDER $2, Q$ CANNOT BE ISMORPHIC TO $D_{4}$ Which has five elements of order 2.
6. A concrete example of $Q$ is given by the following:- Let $H$ BE THE GROUP (UNDER MATRIX MULTIPLICATION) GENERATED BY THE TWO MATRICES

$$
A=\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right), \quad B=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

where $i=\sqrt{-1}$ Is the usual complex number. Then $H \simeq Q$, under the isomorphism mapping $A$ into $i, B$ into $j$ and the matrix $\begin{array}{cc}-i & 0 \\ 0 & i\end{array}$ INTO $k$.

## Appendix 4. The Correspondence Lemma

We present here a result about normal subgroups. This lemma can be seen as belonging to the same family of results as the First Isomorphism Theorem.

The Correspondence Lemma. Let $K \unlhd G$, and let $G^{*}=G / K$. Let $S^{*} \leq G^{*}$. Then,
(i) There is a subgroup $S, K \leq S \leq G$, such that $S^{*}=S / K$;
(ii) If $S^{*} \unlhd G^{*}$ then $S \unlhd G$;
(iii) If $G$ is finite then $\left[G^{*}: S^{*}\right]=[G: S]$.

Proof. Let

$$
S=\left\{x \in G: x K \in S^{*}\right\}
$$

(i) Let $s_{1}, s_{2} \in S$. Therefore $s_{1} K, s_{2} K \in S^{*}$, therefore $s_{1} s_{2} K \in S^{*}$ (closure in $S^{*}$ ), and so $s_{1} s_{2} \in S$. Similarly, $s_{1}^{-1} \in S$, therefore $S \leq G$. Also, $K \subseteq S$ since if $k \in K$ then $k K=K \in S^{*}$ (the identity in $S^{*}$ ), therefore $k \in S$.

Now, let $a K \in S / K$. Then $a \in S$, therefore $a K \in S^{*}$, therefore $S / K \subseteq S^{*}$. Let $a K \in S^{*}$. Then $a \in S$, therefore $a K \in S / K$, therefore $S^{*} \subseteq S / K$. Therefore $S^{*}=S / K$.
(ii) If $g \in G$ and $s \in S$ (that is, $s K \in S^{*}$ ), then $g s g^{-1} K=g K s K g^{-1} K \in S^{*}$ (by the normality of $S^{*}$ in $G^{*}$ ), therefore $g s g^{-1} \in S$, that is, $S \unlhd G$.


Figure 2: Illustrating the Correspondence Lemma
(iii)

$$
\left[G^{*}: S^{*}\right]=\frac{\left|G^{*}\right|}{\left|S^{*}\right|}=\frac{|G|}{|K|} \cdot \frac{|K|}{|S|}=\frac{|G|}{|S|}=[G: S] .
$$

The Correspondence Lemma together with the fact that a $p$-group has a nontrivial centre will now be used to show that the converse of Lagrange's Theorem holds for $p$-groups. Notice the simple but powerful use of normal subgroups in order to obtain a group (the quotient group) of order less than $|G|$ so that induction can be applied.

Theorem 1. Let $G$ be a group of order $p^{n}$, $p$ prime. Then for every $0 \leq k \leq n G$ contains a subgroup of order $p^{k}$.

Proof. By induction on $n$, the result being clearly true for $n=1$. Therefore let $n>1$. Since $|Z(G)|>1,|Z(G)|=p^{r}$ for some $r \geq 1$. Therefore, by Cauchy's Theorem, there is some element $g \in Z(G)$ whose order is $p$.

Let $K=<g>$, the cyclic group generated by $g$. Since $K \subseteq Z(G)$, it follows that $K \unlhd G$. Let $G^{*}=G / K ;\left|G^{*}\right|=p^{n-1}$, therefore by the induction hypothesis, $G^{*}$ contains a subgroup $S^{*}$ of order $p^{n-2}$. Therefore there exists $S$, $K \leq S \leq G$, such that $S^{*}=S / K$, and $|S|=\left|S^{*}\right| .|K|=p^{n-1}$.

Therefore $G$ certainly contains a subgroup $S$ of order $p^{n-1}$. Applying the induction hypothesis again, this time on $S$, gives that $S$, and hence $G$, contains subgroups of order $p^{k}$ for all $0 \leq k \leq n-1$.

Problem. Prove the converse of Lagrange's Theorem for abelian groups, that is, prove that if $G$ is an abelian group and $k$ divides $|G|$, THEN $G$ HAS A SUBGROUP OF ORDER $k$. [Hint: Let $m=|G| / k$ and Let $p$ Be a PRIME Which Divides $m$. Let $K$ Be a SUbGRoup generated

BY AN ELEMENT OF ORDER $p$ AND APPLY THE INDUCTION HYPOTHESIS ON $G^{*}=G / K$. Then use The Correspondence Lemma.]

## Appendix 5. Normalisers and centralisers

In the proof of Sylow Theorem 1 we saw an instance of an action defined not on the elements of $G$ but on all subsets of $G$ of a certain size; that is, we concentrated on how the subsets were permuted amongst each other rather than on how the individual elements were permuted. In the above context, the stabilser of a set $B$ consisted of all those $\widehat{g}$ such that $\widehat{g}(B)=B$, and this does not mean that, for $b \in B, \widehat{g}(b)=b$, but it means that $\widehat{g}(b) \in B$. We sometimes say that this is the setwise stabiliser of $B$. The set of all those $\widehat{g}$ such that, for all $b \in B, \widehat{g}(b)=b$ would be called the pointwise stabilser of $B$.

These notions about pointwise and setwise stabilisers are particularly important when the action is conjugacy. Under conjugacy, a set $B$ is mapped onto the set $\widehat{g}(B)=g B g^{-1}$, and if $B$ is finite, then $|B|=\left|g B g^{-1}\right|$ (prove this-it is easy). Therefore under conjugacy we again have that certain sets of a fixed size are permuted amongst each other. In this case, the setwise stabilser of $B$ is called the normaliser of $B$ and it is denoted by $N_{G}(B)$ (or simply $N(B)$ ). Therefore

$$
N_{G}(B)=\left\{g \in G: g b g^{-1} \in B, \forall b \in B\right\}
$$

The pointwise stabiliser of $B$ is called the centraliser of $B$ and it is denoted by $C_{G}(B)$ (or simply $C(B)$ ). Therefore

$$
C_{G}(B)=\left\{g \in G: g b g^{-1}=b, \forall b \in B\right\} .
$$

That is, the centraliser is the set of all those elements of $G$ which commute with each element in $B$. Note that if $B$ contains only one element, then its centraliser equals its normaliser and these definitions coincide with the definition of the centraliser of an element given above in the section on conjugacy.

## Exercise.

Prove the following elementary facts most of which follow IMMEDIATELY FROM THE DEFINITIONS
(I) $C_{G}(B) \leq N_{G}(B)$;
(II) IF $B \leq G$ THEN $B \unlhd N_{G}(B)$ AND $B \unlhd G$ IFF $N_{G}(B)=G$;
(iii) By analogy with conjugate elements, if $H, K \leq G$ and there is an element $g \in G$ SUCh that $K=g H^{-1}$, then $H$ and $K$ are said to be CONJUGATES. Show that $H \unlhd G$ iff EVERY CONJUGATE of $H$ is EQUAL to $H$. Show also that if $|H|$ IS Finite then the order of any conjugate of $H$ is equal to $|H|$.

## Appendix 6. Groups of permutation

The idea of an action has been central to our discussion, and an action essentially means the representation of a group as a group of permutations on some set.

It is therefore opportune to look in some more detail at groups whose elements are permutations.

Let $X=\{1,2, \ldots, n\}$. The group of all permutations (bijections) on $X$ is denoted by $S_{X}$. We know that $\left|S_{X}\right|=n!$. This group is called the symmetric group of degree $n$ and it is often denoted by $S_{n}$ because it is the number of elements of $X$ which gives $S_{n}$ its properties and not the names we give these elements.

One way to represent a permutation is by writing the elements of $X$ in a row and, underneath each one, its image under the given permutation, for example,

$$
\binom{123456}{532146} .
$$

But another very important way to write a permutation is in terms of cycles. For example, the above permutation can be written as

$$
(154)(23)(6)
$$

A cycle of length $n$ is called an $n$-cycle. Often we omit cycles of length 1 , so that the above permutation can be written as $(154)(23)$. It is easy to show that any permutation can be written as a product of disjoint cycles. This representation is essentially unique, that is, it is unique up to choice of initial element and consequent cyclic shift within each cycle and up to order of cycles.

Example. If $\alpha=(127)(34)(5)(6)$ and $\beta=(352)(7)(164)$, then $\alpha \beta=$ (16357)(24).

Exercise.

1. Let the permutation $\alpha$ COnsist of only one cycle, of length $l$. Show that the order of $\alpha$ IS $l$, That is, $l$ IS THE LEAST NUMBER SUCH THAT $\alpha^{l}=$ ID. NOW SUPpOSE THAT $\alpha$ CONSISTS OF CYCLES OF LENGTH $l_{1}, l_{2}, \ldots, l_{r}$, AND LET $l$ BE THE LEAST COMMON MULTIPLE OF $l_{1}, l_{2}, \ldots, l_{r}$. Show that the order of $\alpha$ is $l$.

A 2 -cycle is called a transposition. Any $n$-cycle can be written out as a product of $n-1$ transpositions (not disjoint):

$$
\left(a_{1} a_{2} \ldots a_{n}\right)=\left(a_{1} a_{n}\right)\left(a_{1} a_{n-1}\right) \ldots\left(a_{1} a_{2}\right)
$$

Since every permutation can be written as a product of disjoint cycles it follows that every permutation can be written as a product of transpositions. Note however that this decomposition is not unique. In fact even the number of transpositions is not unique.

Example. The permutation $(136)(2457)$ is equal to $(15)(35)(36)(57)(14)(27)(12)$ and also to $(16)(13)(27)(25)(24)$.

What is however unique in this decomposition of a permutation is whether or not the number of transpositions is odd or even.

Theorem 1. Suppose the permutation $\alpha$ in $S_{n}$ can be written as the product of $r$ transpositions and suppose that it can also be written as the product of $r^{\prime}$ transpositions. Then $r$ and $r^{\prime}$ are either both odd or both even.

Proof. Let $c(\alpha)$ denote the number of cycles of $\alpha$ when it is written as a product of disjoint cycles $(c(\alpha)$ is invariant). Let $\beta$ be any transposition. We shall first determine $c(\beta \alpha)$ in terms of $c(\alpha)$.

Let $\beta=(a b)$. Now, either (i) $a, b$ are in the same cycle in $\alpha$ or (ii) they are not.
(i) Suppose first that $a, b$ are in the same cycle. Then $\alpha=(a x \ldots y b \ldots z) \ldots$, $\beta \alpha=(a x \ldots y)(b \ldots z) \ldots$, and therefore

$$
c(\beta \alpha)=c(\alpha)+1
$$

(ii) Suppose now that $a, b$ are not in the same cycle of $\alpha$. Let $\alpha=(a x \ldots y)(b \ldots z) \ldots$. Therefore $\beta \alpha=(a x \ldots y b \ldots z) \ldots$. Hence

$$
c(\beta \alpha)=c(\alpha)-1
$$

Now let $\alpha=\beta_{r} \beta_{r-1} \ldots \beta_{1}$, where the $\beta_{i}$ are transpositions. Since $\beta_{1}$ has one 2 -cycle and $n-21$-cycles, $c\left(\beta_{1}\right)=1+n-2=n-1$. When multiplying $\beta$ by $\beta_{2}, \beta_{3}, \ldots$, the number of cycles changes each time by $\pm 1$. Suppose it increases by $1 g$ times and it decreases by $1 h$ times. Then

$$
c(\alpha)=n-1+g-h
$$

But

$$
g+h=r-1
$$

therefore

$$
\begin{aligned}
r & =g+h+1 \\
& =1+g+(n-1+g-c(\alpha)) \\
& =n-c(\alpha)+2 g
\end{aligned}
$$

Similarly, if $\alpha=\gamma_{r^{\prime}} \gamma_{r^{\prime}-1} \ldots \gamma_{1}$, then $r^{\prime}=n-c(\alpha)+2 g^{\prime}$. Therefore $r-r^{\prime}=$ $2\left(g-g^{\prime}\right)$, which is even. Hence, $r$ and $r^{\prime}$ are either both odd or both even.


Figure 3: Illustrating part of the proof of Theorem 1

This result therefore makes it legitimate to define an even (odd) permutation as one which can be written as a product of an even (odd) number of transpositions. The sign of a permutation $\alpha$, denoted by $\operatorname{sgn}(\alpha)$, is defined to be +1 if $\alpha$ is even or -1 if $\alpha$ is odd. That is, $\operatorname{sgn}(\alpha)=(-1)^{r}$ where $r$ is the number of transpositions of $\alpha$.

This notion of even and odd permutations leads to a very important subgroup of $S_{n}$. Note first that if two permutations are both even then so is their product. Therefore, if we define $A_{n}$ to be the set of all even permutations in $S_{n}$, we have closure in $A_{n}$. Therefore $A_{n} \leq S_{n}$. This subgroup is called the alternating group of degree $n$.

What is the order of $A_{n}$ ? Let $H$ be the group $\{1,-1\}$ under multiplication. Define a function $\phi: S_{n} \rightarrow H$ by $\phi(\alpha)=\operatorname{sgn}(\alpha) ; \phi$ is a homomorphism (this is equivalent to saying that the product of two even permutations is an even permutation and the product of an odd permutation with an even permutation is an odd permutation). The kernel of $\phi$ consists of all those permutation in $S_{n}$ whose sign is 1 ; that is, the kernel is $A_{n}$. Therefore $A_{n} \triangleleft S_{n}$ and, by the First Isomorphism Theorem, $S_{n} / A_{n} \simeq H$, that is, $\left|A_{n}\right|=\frac{1}{2}\left|S_{n}\right|=\frac{1}{2} n$ !.

## Exercises.

*2. LOOK BACK AT THE LAST PART OF THE CLASSIFICATION OF GROUPS of order 12 and verify that $A_{4}$ IS, in fact, as given there. Verify also that $A_{4}$ IS the group of permutations on the four vertices of A REGULAR TETRAHEDRON INDUCED BY THE GROUP OF SYMMETRIES OF THE TETRAHEDRON.
*3. Show that $A_{4}$ has no subgroup of order 6.
*4. Let $G$ be the group $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$. By Cayley's Theorem, $G$ is isomorPhic To the group of permutations on $G$ induced by left translaTIONS (THAT IS, EVERY ELEMENT $g \in G$ CORRESPONDS TO THE PERMUTATION $\widehat{g} \in S_{G}$ Where $\left.\widehat{g}: x \mapsto g x\right)$. ObTain a representation of $G$ as a group of permutations. [Represent the elements of $G$ by $1,2,3,4$ and write DOWN IN CYCLE NOTATION WHAT $\widehat{g}$ IS FOR EVERY $g \in G$.]

Do the same for the dihedral group $D_{n}$.
5. If a PERMUTATION $\alpha \in S_{n}$ HAS $t_{i}$ CYCLES OF LENGTH $i, 1 \leq i \leq$ $n$, THEN WE SAY THAT $\alpha$ IS OF type $\left[1^{t_{1}} 2^{t_{2}} \ldots n^{t_{n}}\right]$. FOR EXAMPLE, IF $n=8$, THE PERMUTATION (12734658) HAS TYPE [ $8^{1}$ ] AND THE PERMUTAtion (12)(375)(4)(6)(8) HAS TYPE $\left[1^{3} 2^{1} 3^{1}\right]$. The type of a PERMUTATION is ALSO CALLED ITS cycle structure.

Prove (or look it up in any text book) that two permutations $\alpha, \beta \in S_{n}$ ARE OF THE SAME TYPE IFF THERE IS A $\gamma \in S_{n}$ SUCH THAT $\alpha=$ $\gamma \beta \gamma^{-1}$, that is, Iff $\alpha$ and $\beta$ are conjugates in $S_{n}$. Therefore the CONJUGACY CLASSES IN $S_{n}$ CONSIST PRECISELY OF THOSE PERMUTATIONS WHICH HAVE THE SAME TYPE OR CYCLE STRUCTURE.
*6. Find the conjugacy classes of $S_{4}$ and $S_{3}$. Find the conjugacy Classes of $A_{4}$. (Note that two permutations from $A_{4}$ might be conjugate in $S_{4}$ but not in $A_{4}$.) Give a geometric interpretation of the CONJUGACY CLASSES OF $A_{4}$ CONSIDERED AS THE GROUP OF PERMUTATIONS of the vertices of a regular tetrahedron.

## 6. Supplementary and Further Reading

The book Introduction to Group Theory, 2nd Ed by Lederman and Weir is an excellent companion to this course and it treats the subject, in terms of actions, in much the same way as we do in these notes.

The book Groups and Symmetry by M.A. Armstrong is also very good, and also takes the point of view of actions. However, it is more expensive. Suggested chapters from this book and the main things to pick out from them would be: 1) Symmetries of tetrahedron, 2) Axioms, 4) Dihedral group, 5) Subgroups and generators, 10) Product, 11) Lagrange's Theorem, 12) Partitions of a set, 17) Actions, 13) Cauchy's Theorem, 14) Conjugacy, 8) Cayley's Theorem.

The chapters on permutations, groups and group actions in Bigg's Discrete Mathematics should all be consulted, especially by those students who will be taking the Combinatorics elective when we shall work more on the applications of group actions to enumeration (Burnside's and Pólya's Theorems).


[^0]:    ${ }^{1}$ It is now well-known that this result is due to Cauchy and Frobenius, but it is still often quoted as Burnside's Theorem.

