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Motors Inc Training 

 

1. What is CAN Bus? 

• The CAN bus is a communication system used in vehicles to allow different 

electronic components to communicate with each other. 

• It's a two-wire network: CAN High (CAN_H) and CAN Low (CAN_L), 

allowing devices (ECUs—Electronic Control Units) to send and receive 

messages. 

• This system replaces older point-to-point wiring systems, reducing the amount 

of wiring needed and improving reliability. 

2. Key Features 

• High-Speed Communication: CAN operates at speeds up to 1 Mbps, which 

is faster than many other vehicle communication networks. 

• Real-Time Data: CAN bus operates in real-time, meaning that information 

can be transmitted between ECUs quickly and efficiently. 

• Multi-Device Network: Multiple devices can share the same bus, making it 

flexible and scalable for modern vehicles with complex systems. 

3. Applications in Vehicles 

• Engine Control Unit (ECU): CAN bus allows communication between the 

engine control unit, transmission control, fuel system, and other key 

components. 

• Safety Systems: It’s used for ABS, airbag systems, and other safety-critical 

systems. 

• Infotainment and Comfort: Controls for lighting, infotainment, heating, and 

air conditioning can also communicate over the CAN bus. 

• Diagnostics: Mechanic tools and diagnostic scanners (like OBD-II) use the 

CAN bus to read and troubleshoot vehicle problems. 

4. Diagnosing and Troubleshooting 

• Scan Tool Access: Mechanics use OBD-II scanners to communicate with the 

vehicle’s ECUs through the CAN bus. 

• Checking for Faults: If there’s an issue with any component, the scanner can 

read trouble codes, which helps pinpoint faulty sensors or ECUs. 

• Signal Interruption: A broken or disconnected wire in the CAN bus can 

cause communication errors between ECUs, potentially disabling certain 

vehicle systems. 

5. CAN Protocol 

• Message Format: CAN messages consist of an identifier (which determines 

the priority of the message), data, and error checking. 
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• Error Detection: It includes features like checksums, cyclic redundancy 

checks (CRC), and acknowledgments to ensure data integrity and correct 

transmission. 

6. Types of CAN Buses in Vehicles 

• Standard CAN: Uses an 11-bit identifier. 

• Extended CAN: Uses a 29-bit identifier for more complex systems. 

7. Tools and Equipment for Mechanics 

• CAN Bus Analyzer/Scanner: Used to monitor CAN traffic and diagnose 

issues with the bus or individual components. 

• Oscilloscope: In some cases, mechanics might use an oscilloscope to examine 

the electrical signal on the CAN bus. 

• Wiring Diagrams: Having a clear wiring diagram specific to the vehicle can 

help troubleshoot the CAN bus. 

8. Practical Considerations for Mechanics 

• Not All Systems are on the CAN Bus: Some components might use other 

communication protocols, so it's important to know the system you're working 

on. 
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Literature Review 

 

CAN Bus  
 

Controller Area Network (CAN) is a specialised linear bus system designed by Robert 

Bosch GmbH for implementation in automotive applications. It is a means by which 

all nodes active on the bus (sensors and engine control units/ECUs) can communicate 

to one another bilaterally to relay relevant information essential for the vehicle to gain 

knowledge of the specific driving conditions at hand. It is an industry accepted 

protocol due to its low cost to implement, simplistic physical layer, signal error 

detection capabilities and automatic message retransmission functionality. Data is 

received and transmitted on this bus serially, over a two-wire differential bus 

comprising of the CAN-high and CAN-low signals. [4] 

 

 

Topology  
 

Each node must utilise a CAN controller chip which communicates on the bus via a 

transceiver. The transceiver translates the electrical representation of a bit as defined 

by the controller to that defined by the bus. When transmitting, it supplies adequate 

current output to ensure the bus maintains the required electrical state, whilst when 

receiving it determines the recessive signal level and safeguards overloading the CAN 

controller chip from excessive voltages present on the bus. The transceiver’s role is 

also to detect operational errors within the CAN-bus such as short circuits, shorts to 

ground or line malfunctions. Figure 1 depicts a specific model of CAN-bus 

transceiver [5]. The CAN microcontroller’s Tx connection is responsible for the data 

transmitting signal and is outputted from the MCU (micro-controller unit) whilst the 

Rx connection accepts the receiving signal and is an input to the MCU [6].  

 

 

Figure 1  Schematic diagram of CAN-bus transceiver of model NXP PCA 82C250. [5] 



Prof Ing Mario Farrugia University of Malta  30 Jan 2025 Pg4 

The transceiver is connected to the bus via the CAN-high and CAN-low lines. Both 

these lines are terminated at the end of the bus by means of termination resistors 

which should equal the impedance of the cable. ISO 11898 (high speed CAN-bus 

standardisation) specifies cables with an impedance of 120Ω, thus termination 

resistors of around 120Ω must be used, as shown in Figure 1. This is performed so as 

to minimise signal reflections at the end of the line arising from imperfections in the 

cable, leading to conflicting impedances and non-linear variations to the 

characteristics of the cable [5].  

 
 

Message Encoding  
 

Messages on the CAN-bus are comprised of bits occupying one of two possible states, 

either dominant (logic 0) or recessive (logic 1). Figure 2 depicts the differential 

voltages required to encode both states. For a bit to switch states from recessive to 

dominant, the CAN-high and CAN-low signals must have a differential voltage 

greater than a certain threshold (0.5V for receiving data and 1.5V for data 

transmission). Due to this encoding, messages of higher priority acquire access to the 

CAN-bus first. This is configured in such a way so as to allow even a single node to 

change the status of the entire bus to ‘dominant’, whilst all other nodes are 

concurrently recessive [5].  This strategy is the defining characteristic by which 

message arbitration is enabled. 

 

 

 

Message Structure 
 

The CAN protocol stipulates 4 frames indicating the type of message capable of being 

communicated over CAN: data frames, remote frames, error frames and overload 

frames. For the scope of these notes, data frames and remote frames and only some 

specific frame elements are of the most interest to be analysed. Data frames are 

message types transmitted from a source node to relay information to other receiver 

 

Figure  2: Encoding of dominant and recessive states.  [5] 
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nodes. This type of message is usually transmitted from various sensors on the CAN-

bus carrying information regarding certain parameters pertaining to relevant 

ECUs/nodes. The concerned nodes (ECUs) would know whether or not to receive this 

information according to the message’s content encoded in the identifier field of the 

frame, thus filtering out any messages whose identifiers are not of interest to the node 

[5]. 

 

Figure 3 depicts the sequence of frame elements within a standard data frame, whilst 

Table 1 describes the function and length of each element within the data frame. Two 

types of data frames can co-exist within the same CAN-bus: standard and extended. 

Extended data frames were developed as part of the more updated CAN2.0 protocol. 

These data frames utilise a 29-bit identifier instead of the standard frame’s 11-bit 

identifier. As both these types of data frames can be present on the CAN-bus 

simultaneously, arbitration is unaffected with extended data frames and is functional 

regardless of the identifier length.  

 

The start-of-frame (SOF) bit denotes the start of a new CAN frame and allows all 

nodes to synchronise prior to a new message being sent. It also prompts each node to 

start comparing identifier bits in order to deduce which node has higher priority and 

should gain access first. The Remote-Transmission-Request (RTR) bit is used by 

destination nodes to request information from source nodes. If recessive, the message 

is a remote frame (requesting information), if dominant, a data frame (containing 

information). The DLC field (data-length-content) denotes the amount of bytes 

containing information in the message, which can range from 0 to 8. For remote 

frames it denotes the length of information requested by a destination node from a 

source node. 
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Message arbitration  
 

Arbitration is the method by which CAN systems avoid data collisions when multiple 

nodes attempt to communicate simultaneously. When a node wishes to communicate 

on the CAN-bus and finds that another node is already communicating, it waits for the 

end of the current bit to initiate an SOF bit. As the CAN protocol requires all nodes to 

synchronise on bit edges, transmission sequences which maintain the same state for a 

sustained period must be avoided. To maintain synchronisation whilst messages are 

being sent on the CAN-bus, a technique called ‘bit stuffing’ takes place. If a 

transmission sequence remains in the same state for a period of longer than 5 bits, a 

complemented bit is sent on the bus to ensure each node’s bit clock maintains 

synchronisation. This complemented bit is then decoded by the MCU of each node to 

read the original message. 

 

Since a dominant bit (logic 0) would dominate the entire CAN-bus over other 

recessive bits (logic 1), lower message identifiers have higher priority over the bus. 

Each node must read the current bus state whilst themselves are attempting to 

transmit. If a node detects that each bit transmitted on the medium is identical to the 

identifier bits of said node, it realises it has the highest priority and it gains access to 

the bus to continue its message. The other nodes realise they have lost contention and 

switch to a read-only mode. The CAN protocol requires that all nodes wishing to 

 

Table  1: Descriptions for each frame element withing a data frame. [6]  

Figure  3: Standard data frame. [6] 
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communicate on the same medium, must transmit messages with unique identifiers, 

allowing for arbitration to take place. This property is called ‘unique purity’. [5]   

 

Nodes whose access to the bus was not initially granted due to their lower priority, 

retry transmitting the message 6 bit clocks after the higher priority message is finished 

and can fight for contention once more, until each message, cascading in priority, 

finally gains access to the bus. Figure 4 shows an example of 3 nodes requiring to 

communicate simultaneously on the CAN-bus. The binary encoding for each message 

identifier is shown under the hexadecimal ID of each node. Node 2 has the largest 

identifier, which implies that more higher power bits are recessive rather than 

dominant compared to the identifiers of the other 2 nodes. After all nodes synchronise 

using the start of frame bit, in this example all nodes send a dominant, logic 0 bit. Up 

till this point no node has conceded, however, the second bit outputted by node 2 is 

recessive, whilst the bits sent by nodes 1 and 3 are dominant and thus node 2 

withdraws from contention, due to the voltage on the bus being in a dominant state. 

[5] [6] 

  

Node 3 and Node 1 then both send a dominant bit and thus are still in competition, 

however, with the bit thereafter, node 3 withdraws due to its recessive bit and node 1 

wins the competition and is allowed to send the remainder of its message whilst all 

other nodes remain in a listening mode. As each identifier is unique to each message 

present on the CAN-bus for any given moment in time, no two messages can have the 

same priority to access the CAN-bus simultaneously. Thus messages of higher 

importance, usually being communicated by nodes related to safety critical systems 

for example, have lower value CAN IDs and thus greater access to the bus.  

 

 

 

Can bridges  
 

 

Figure  4: CAN-bus arbitration on message identifiers.  [5] 



Prof Ing Mario Farrugia University of Malta  30 Jan 2025 Pg8 

CAN communication may be split over several buses, where each may be dedicated to 

separate vehicle functions. This is done so as to reduce the load on a single bus and 

mitigate message latency whilst maintaining the same, simplistic CAN protocol. 

When multiple CAN networks are present, wherein each may require to access 

information found only on the other bus, CAN bridges are utilised to allow 

communication between said networks, so long as both networks are based on the 

same protocol. Bridges are not to be confused with Gateways, which allow for 

communication between different protocols (CAN and FlexRay for example). [7] [8] 

 

 If one CAN network were to infrequently require information from a specific node on 

another bus, instead of both buses sharing said node, causing it to unnecessarily 

occupy bandwidth, a bridge may retrieve this information from the node’s primary 

bus and relay it to the network inquiring for this information. Utilising bridges, usual 

CAN limitations (signal reflections, line inductance mismatches etc.) that arise from 

increasing bus length or increasing volume of nodes can be resolved due to the 

reduction in bus traffic and segmentation of bus lines. [7] 

 

Bridges are differentiated from repeaters, as repeaters reproduce the exact same 

electrical signals from one network to another. If two networks were to be physically 

divided however interlinked using a repeater, they would logically be one bus. With 

bridges, these two networks would be logically separate due to their store-and-

forward mode of operation. This mechanism implies that the node requiring the data 

located in the other bus receives the message (or portions thereof) after a short period 

of time, as the message is retransmitted such that the receiving node can interpret it. 

This is performed due to the bridge’s capability of recognising active nodes within the 

bus and generating address tables to control message routing. [5] [7] 

 

1.1 Other Communication Protocols 
Over the last 30 years, the CAN communication protocol has become one of the most 

implemented communication protocols in the automotive industry. However, with the 

highly competitive automotive market embracing advancements into new 

technologies, such a protocol is starting to show its age. CAN’s technical philosophy 

based on its physical topology limit it to a bit rate of 1Mbits-1, any faster bit rates as 

dictated by advancing automotive technologies, with such an architecture, would 

require for the protocol to work around physical line phenomena such as transmission 

reflections. [9] 

 

Another limitation of CAN is the ‘event-triggered’ philosophy of the protocol, 

wherein messages are independent of time, however reliant on parametric changes to 

the system for communication to initiate (ECUs request information on command or 

sensors transmit data at a rate dependent of their function). The entire arbitration 

process is another drawback of CAN, wherein nodes must wait for higher priority 

nodes to communicate prior to gaining access to the bus. This leads to all messages 

other than the one with the highest priority to have little control over when a message 

is sent, albeit such a message still has to wait for the arbitration process to complete 

for it to transmit. Due to the sheer volume of messages present on a CAN-bus in a 

modern day vehicle, the CAN protocol would find it immensely difficult to allow for 

communication redundancies to occupy bandwidth on the bus. As mentioned prior, 

such a problem can be alleviated by means of implementing multiple CAN-buses 
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dedicated to different functional groups so as to reduce bus traffic. However, this is 

merely a temporary solution to an approaching obstacle. [5] [9] 

 

More modern protocols must work around these issues to allow technologies such as 

‘all-by-wire’ (X-by-wire) to be implemented. This would allow for the removal of 

mechanical interfaces between certain safety-critical vehicle controls such as the 

steering or brake controls as found in the commercial aviation industry (fly-by-wire). 

Such systems are however being designed with safety measures in mind which cannot 

be distilled to a level of simplicity that the CAN protocol can accommodate.  

 

Time-Triggered CAN (TTCAN) 
 

The aim of TTCAN is to increase the predictability of CAN by specifying a 

message’s latency irrelevant of the load on the bus, hence giving CAN a more time-

dependent philosophy. TTCAN operates by dictating a basic operating cycle within 

which each node is allowed to communicate depending on the rate at which each node 

requires access to the bus. Figure 5 depicts the standard operating cycle for TTCAN, 

wherein each row represents a single cycle which loops after a specific period of time, 

whilst every column depicts the time interval allocated to each node to transmit their 

relevant messages. [9] 

 

 

 

Such an operating principle requires each node to maintain synchronisation within the 

cycle such that it does not impede the node after it. This is supported by a ‘time 

master’ node which acts as a frame synchronisation entity, communicating to all other 

nodes the time allocation within which each is authorised to communicate [10]. This 

allocation is altered by the time master depending on the changing requirements of 

each node within the bus. There are specified periods within the cycle which allows 

all nodes to communicate subject to CAN arbitration, mimicking the original CAN 

 

Figure  5: TTCAN's operating cycle depicted as a table of rows and columns.  [9] 
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protocol. Due to the inherent structure of a CAN message, and the inconsistent time 

lost during message arbitration, TTCAN does not equate to a real-time system. 

However, if the messaging rate of each cycle is fast enough, allowing the same node 

to communicate repeatedly within a short frame of time, each node is provided with 

‘quasi-real time’ access to the bus. [9]  

 

Flexray 
 

FlexRay was developed in 2004 by the FlexRay consortium, comprising of major 

automotive and technological corporations such as BMW, DaimlerChrysler, General 

Motors, Bosch, Philips, and others, aiming to create a communications network 

capable of accommodating automotive systems within which CAN was deficient. 

FlexRay inhibits message collisions on the transmission medium which in turn allows 

nodes access to the bus without message arbitration (specifically for the static part of 

a FlexRay communication cycle, mentioned later). The exclusion of the arbitration 

process constitutes real-time communication, where each node is allowed to transmit 

at a defined instant in time, for a known duration, with the certainty that no other node 

requires bus access at this given instant [11]. FlexRay, similar to TTCAN, utilises 

repeating communication cycles wherein nodes are allowed to communicate during 

specified time slots. Unlike TTCAN, which utilises a time master node to allocate 

these time slots to other nodes, FlexRay’s time allotment for each node (ECU) is 

chosen by the designer (manufacturer) during the network’s design phase, however, 

there is still a node present tasked with being the network manager.  

 

To increase FlexRay’s applicability, the protocol incorporates both a time-triggered 

and an event-triggered philosophy by means of segmenting a standard communication 

cycle into both a static part and a dynamic part. Operating respectively by means of 

fixed Time Division Multiple Access (TDMA) and flexible TDMA. Figure 6 depicts 

varying configurations of a FlexRay communication cycle, such that within the static 

part, real time communication occurs, whilst in the dynamic part, network messaging 

is permitted at a variable bit rate, necessitating the need for an unspecified 

communication time and requiring communication to undergo arbitration.  

 

Both parts comprising a cycle are further segmented into mini time slots, however, the 

difference being that a node may freely vary the duration of its message in the 

dynamic part. This network design was never intended to replace CAN, due to the 

indispensability and presence of CAN within the market, however it was more aimed 

at supporting high-speed technologies such as X-by-wire to be implemented without 

needing to reengineer other tried-and-tested systems. [9] [11] 
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Gateway  
 

With the labyrinth of electronic systems now present in modern day vehicles, none of 

these aforementioned protocols are being favoured over the other, nevertheless, all are 

being implemented in conjunction to one another so as to tackle different subsystems 

within the vehicle according to each protocol’s strengths. To allow communication 

between networks utilising different higher layer protocols or different bitrates, 

gateways are implemented to translate messages between networks and support 

communication between different systems within the vehicle [5]. 

 

Figure 7 depicts two CAN-controlled subsystems (powertrain and body/chassis) being 

interlinked using a gateway. Due to the different bitrates, messages on one bus would 

be illegible on the other, and by utilising a gateway, communication between the two 

buses can occur. For this example, such a gateway would allow for the vehicle to lock 

the doors when a certain speed is reached. The Body-bus (B-bus) would transmit a 

remote frame, inquiring about the vehicle, where the gateway retransmits the message 

to the Powertrain-bus (PT-bus).  

 

The reply is then identified by the gateway on the PT-bus and conveyed to the B-bus, 

allowing the door module to lock the doors if necessary [8]. Such functionality allows 

manufacturers to implement different protocols within the same vehicle according to a 

system’s networking needs. The Volvo XC90 allows communication between 40 

ECUs dispersed between low-speed CAN, high-speed CAN, Local Interconnect 

Network (LIN) and Media-Oriented System Transport (MOST) buses through the use 

of gateways. [5] [8] [12] 

 

Figure 6: Different communication cycle configurations.  [9] 
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Figure   7: Two CAN-buses operating at different bitrates allowed to communicate 

through a gateway.  [8] 


